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ABSTRACT

Over the last few decades, due to the environmental concerns and the increase of energy 

demand, wind power has strongly penetrated the electricity power generation industry. Wind 

power is variable, uncertain, and intermittent. The system planning, operation and control 

associated with wind farms are therefore considerably different from conventional power 

systems. Thus, the integration of wind farms has become the biggest challenges for system 

operators. 

The research described in this thesis focuses on the novel computational methods used to 

address the challenges in wind farm integrated power systems. The computational intelligence 

(CI) methods and advanced computing techniques are researched and utilized to address the 

system planning, operation and control issues, which mainly involves optimal power flow 

(OPF), wind farm collector system layout optimization, and power dispatch problems for wind 

farm integrated power systems. Based on CI and advanced computing techniques, this research 

proposed a series of new methods, which can effectively overcome the shortcomings of the 

conventional approaches. 

Chapter 1 specifies the research objectives and contributions behind this PhD research 

paper and also outlines the organization of this thesis. 

Chapter 2 serves as a literature review of the techniques pertinent to the remainder of this 

thesis. It includes a brief description and discussion on wind power energy in emerging power 

systems, the advanced computing techniques for modern power systems, and the application of 

computational intelligence methods in power systems. 

Chapter 3 presents a computational grid platform for distributed heterogeneous power 

systems and a cloud computing based information infrastructure for future power systems. 

Useful guidelines are also drawn for power engineers to construct the practical computing 

platforms for large-scale power systems. 



Chapter 4 proposes a multi-constrained OPF (MCOPF) model with advanced differential 

evolution algorithms. This problem considers discrete control variables, as well as several 

practical operation constraints, including transient stability constraints, valve-point effects, 

POZ of generators, and branch flow thermal constraints. Moreover, cloud computing 

techniques are utilized for the parallelized optimization of this MCOPF problem, followed with 

simulation cases to demonstrate the practicability of the proposed approaches. 

Chapter 5 presents a new and efficient collector system layout optimization (CSLO) 

model for large-scale offshore wind farms, which considers multiple substations and cable 

types, and focuses on cable topology optimization among wind turbines and substations with 

the objective to minimize the overall investment and maintenance cost, as well as the levelized 

power losses cost, while considering the network reliability and operational constraints 

simultaneously. 

Chapter 6 proposes an optimal short-term wind farm dispatch model and an efficient 

method with battery energy system (BESS) for better integration of wind energy into power 

systems. The effectiveness of the proposed method is tested with wind farm case studies to 

demonstrate that the optimal plan of battery charging and discharging processes, and wind 

energy shedding can help reduce the fast intermittency and high fluctuation of wind power to 

meet the grid requirement. 

Chapter 7 presents the conclusions and future direction of this research. 
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1.1 Overview 

Wind power, one of the most appealing sources of alternative energy, has gained widespread 

attentions during the last several years. The technology for wind power has become more 

advanced and the penetration is increasing rapidly around the world. Along with the proposal 

of the “smart grid” and the rapid development of wind farms, the complexity of power systems 

has increased. This chapter specifies the research objectives and contributions behind this PhD 

research and also outlines the organization of this thesis. 

1.2 Research Objectives and Contributions 

When incorporating large amount of wind power into electric power systems, a number of 

technical issues will be encountered that need solutions, especially for large-scale systems. 

Although integration of high levels of wind power into an existing transmission system does 

not require a major redesign, it necessitates additional control and compensating equipment to 

enable recovery from severe system disturbances. This project focuses mainly on the research 

of how to develop and apply advanced computational methods for modern power systems with 

the integration of wind farms. 

This dissertation addresses four key research areas: 

(i) Advanced computing platforms for power systems;  

(ii) Multi-constrained optimal power flow (MCOPF);  

(iii) Wind farm collector system layout optimization;  

(iv) Power dispatch scheduling.  

Throughout, new algorithms and approaches based on computational intelligence (CI) are 

proposed and utilized throughout this study. The unique contributions from this work are 

summarized as follows. 

 Contributions to computing platforms for power systems 

1) It proposes a computational grid platform for compute-intensive applications in 

modern power systems. Simulations on small-scale and large-scale grid systems are 

performed to study the impact of dynamic grid computing environments. Useful 

guidelines are drawn for power engineers to construct the practical grid system 
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platform. An economic-based grid scheduling framework, which shows its efficiency 

for scheduling concurrent compute-intensive applications of power systems with 

various requirements, is also proposed. 

2) It proposes a cloud computing platform for future power systems. First, a cloud data 

centre model for smart grid with high penetration of renewable energy is constructed. 

Then, a cloud computing based information infrastructure, which can deliver 

multi-layer services to the participants of smart grid, ranging from IaaS to PaaS and 

SaaS, is modeled and presented. An analysis and discussion of how power system 

applications could be built based on the layered service model of cloud computing 

techniques is also presented. 

 Contributions to optimal power flow problem 

1) The work models a multi-constrained optimal power flow (MCOPF) problem, which 

considers discrete control variables and practical operation constraints, including 

transient stability constraints, valve-point effects, prohibited operating zones of 

generators, and branch flow thermal limits. 

2) It proposes a robust and efficient framework to solve the MCOPF model. Two 

advanced differential evolution (DE) algorithms, self-adaptive DE (SaDE) and 

opposition-based DE (ODE), are presented for the framework. The simulation studies 

demonstrate that SaDE and ODE can address the limitations of conventional 

approaches and the classic differential evolution algorithm in solving this non-linear, 

non-convex, discrete and non-differentiable optimization problem. 

3) It proposes a cloud computing based platform for the MCOPF problem. The platform 

structure is presented and the simulation shows its practicability for large-scale power 

systems. 

 Contributions to collector system layout problem of wind farm 

1) This paper proposes a new and efficient collector system layout optimization (CSLO) 

model for large-scale offshore wind farms, which considers multiple substations and 

cable types, and minimizes the annualized investment cost, maintenance cost, and the 

levelized power losses cost, while satisfying network reliability and operational 
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constraints. 

2) It proposes a self-adaptive application (SAA) method for wind turbines, which can 

automatically obtain the locations of substations in a wind farm and allocate wind 

turbines to their nearest substations exclusively based on fuzzy c-means (FCM) 

clustering and binary integer programming (BIP) methods. 

3) It proposes a Benders decomposition based method to solve the CSLO model, which 

is a mixed-integer nonlinear programming (MINLP) problem. The proposed method 

is simulated on two practical wind farms, and a minimum spanning tree (MST) 

method is also performed and compared with the proposed methods based on Benders 

decomposition. The simulation results show that the proposed CSLO model can be 

utilized as a reliable collector system layout tool for the large-scale offshore wind 

farms. 

 Contributions to system power dispatch problem 

1) It proposes an optimal power dispatch scheduling model for a wind farm integrated 

power system with battery energy storage system (BESS). The development of BESS 

enables renewable generation with flexible operation to meet the requirement of 

electric grid. 

2) It proposes a wind speed forecasting method based on a forecasting software 

OptiWind, which highly customizes numerical weather prediction models and the 

latest statistical methods. Several important factors are considered in the forecasting 

model, which include temperature, seasonal weather, public holidays, and historical 

load data. 

3) It proposes a distributed imperialist competitive (ICA) algorithm to solve the 

proposed optimization model. A model predictive control (MPC) based method is also 

applied for operation decisions in order to minimize the energy loss from wind farm 

and battery usage. The simulation studies demonstrate that with BESS and the 

proposed policies and methods, the wind farm operator can make beneficial decisions 

through the proposed optimal model. The ramping rate violation is also decreased 

significantly to satisfy the requirements of grid. 
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1.3 Thesis Outline 

The presentation in this thesis is divided into seven chapters, and proceeds as follows: 

Chapter 2 gives a comprehensive literature review of each research topic studied in this 

project. Specifically, these topics are: 

1) The present status and challenges in wind farm integrated power systems; 

2) Advanced computing for smart grid, especially grid computing and cloud computing 

techniques; 

3) Various techniques of computational intelligence and the potential research area in 

power systems using computational intelligence. 

Chapter 3 analyzes and discusses the prospective and challenges of advanced computing 

platforms for modern power systems, focuses on the research of grid computing and cloud 

computing technologies, and proposes a computational grid platform and a cloud computing 

based information infrastructure for power systems respectively. 

Chapter 4 proposes a multi-constrained OPF (MCOPF) problem which is solved with 

advanced differential evolution algorithms. The MCOPF problem considers discrete control 

variables, as well as several practical constraints, including transient stability constraints, 

valve-point effects, prohibited operating zones of generators, and branch flow thermal 

constraints. Moreover, cloud computing techniques are utilized for the parallelized 

optimization of this MCOPF problem, followed by simulation cases to demonstrate the 

practicability of the proposed approaches. Moreover, a cloud computing platform is presented 

here and the simulation on a large-scale power system is also illustrated. 

 Chapter 5 proposes a new and efficient collector system layout optimization (CSLO) model 

for large-scale offshore wind farms to minimize the annualized investment cost, maintenance 

cost, and the levelized power losses cost, while satisfying network reliability and operational 

constraints, such as AC power flow constraints, capacity limits of substations and wind turbines, 

network radiality constraints, etc. Benders decomposition algorithm is applied here to solve this 

mixed-integer nonlinear programming problem. A self-adaptive allocation (SAA) method for 

wind turbines is proposed based on fuzzy c-means (FCM) clustering algorithm to exclusively 
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allocate wind turbines to their nearest substations and obtain the topology structure of cables that 

are utilized to connect turbines and substations. A minimum spanning tree (MST) algorithm is 

utilized to compare with the proposed method based on Benders decomposition. Simulations on 

two practical wind farms are also included with the discussion in this study. 

 Chapter 6 proposes an optimal power dispatch scheduling for a wind farm integrated power 

system with battery energy storage system. A model predictive control-based method is applied 

to operation decisions to minimize the energy loss from the wind farm and battery usage while 

meeting the grid constraints. A distributed imperialist competitive algorithm is presented here to 

solve the proposed optimization problem. The effects of the proposed model, which are 

simulated on a benchmark wind farm system with and without wind speed forecasting error, are 

also illustrated 

 Chapter 7 presents the conclusions and future direction of this research. 

1.4 List of Publications 

The following publications are the major PhD research results of this candidate, and are 

included as part of this thesis. This candidate’s contributions to these joint publications are also 

stated. 

 

[P1] Y.Y. Chen, Z.Y. Dong, K. Meng, F.J. Luo, Z. Xu, K.P. Wong, “A Novel Technique for 

the Optimal Design of Offshore Wind Farm Electrical Layout”, Journal of Modern 

Power Systems and Clean Energy, vol. 1, no. 3, pp. 258-263, 2013. 

Contributions: 

1) It proposed a novel electrical layout design optimization method for offshore wind farms, 

which is to minimize the investment costs of cable connection and the transmission power 

losses. The simulation results clearly demonstrated the feasibility and reliability of the 

proposed model for electrical layout design in offshore wind farms. 

 

[P2] Feng Ji Luo, Zhao Yang Dong, Ying Ying Chen, Ke Meng, Guo Chen, Hui Qiao Tian, 

and Kit Po Wong, “A novel short-term dispatch scheme for wind farm with battery 

energy storage system,” Proc. of IEEE PES General. Meeting, Canada, 2013. 
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Contributions: 

1) It proposed a novel wind power forecasting approach, which retrieves the wind power data 

under three different scenarios, considering the uncertainty of wind power. 

2) It analysed the performances of various batteries for improving the utilization of battery 

energy storage system (BESS) in wind farms, and simulated their charging and discharging 

behaviours in the benchmark tests. 

 

[P3] Y.Y. Chen, C.Y. Chung, “Multi-Constrained Optimal Power Flow by an 

Opposition-Based Differential Evolution,” Proc. of IEEE PES General Meeting, San 

Diego, California, USA, 2012. 

Contributions: 

1) It modelled a novel optimal power flow (OPF) model, which considers multiple practical 

operation constraints, such as valve point effects, prohibited operating zones of generators, 

and branch flow thermal limits. 

2) It proposed a robust framework to handle with the proposed OPF model. An improved 

differential evolution (DE) algorithm, which is based on the opposition-based learning 

(OBL) method, was also presented. The simulation demonstrated the efficiency of the 

framework. 

 

[P4] Feng Ji Luo, Zhao Yang Dong, Ying Ying Chen, Yan Xu, Ke Meng, and Kit Po Wong, 

“Hybrid cloud computing platform: the next generation IT backbone for smart grid,” 

Proc. of IEEE PES General Meeting, San Diego, California, USA, 2012. 

Contributions: 

1) It analysed and discussed the prospective and challenges of cloud computing techniques for 

the smart grid. 

2) It proposed a power community cloud data centre, which can be employed to manage the 

distributed and virtualized resources in power systems. 
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[P5] F.J. Luo, Z.Y. Dong, Y.Y. Chen, Eric Pozorski, Jing Qiu, Yu Zheng, Yan Xu and Ke 

Meng, “Constructing the power cloud data center to deliver multi-layer services for 

smart grid,” Proc. Advances in Power System Control, Operation and Management 

International Conference (APSCOM2012), Hong Kong, 2012.  

Contributions: 

1) It analysed and discussed the possibility of applying cloud computing technology into the 

development of the smart grid. 

2) It modelled a cloud computing based conceptual framework as the “power cloud data centre” 

for the smart grid. 

 

[P6] F.J. Luo, Z.Y. Dong, Can Wan, Y.Y. Chen, K. Meng, and K. P. Wong. “Applying 

computational grid technology to power system,” Applied Mechanics and Materials, 

Information Technology for Manufacturing Systems, vol. 58, pp.1442-1447, Jun. 2011. 

Contributions: 

1) It modelled a computational grid platform for solving the large-scale power system 

applications. 

2) It simulated the framework in Monte-Carlo based probabilistic load flow problems. The test 

results showed the efficiency and robustness of the proposed platform. 

 

[P7] Can Wan, Zhaoyang Dong, Fengji Luo, Rui Wang, Yingying Chen, Ke Meng, and Kitpo 

Wong, “A novel XML-based power resource modelling framework for power system 

heterogeneous data integrating,” Applied Mechanics and Materials, Information 

Technology for Manufacturing Systems, vol. 58, pp.1476-1481, 2011. 

Contributions: 

1) It analysed and discussed the heterogeneous data in power systems, and proposed a 

XML-based date integrating tool, which can transfer and store the heterogeneous data from 

different power utilities into the data centre with uniform format. 

 

http://www.scientific.net/AMM
http://www.scientific.net/AMM
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[P8] Y.Y. Chen, C.Y. Chung, F.J. Luo, Z.Y. Dong, and K.P. Wong, “An overview of grid 

computing application for distributed heterogeneous power systems: history, 

technologies, and prospect,” Proc. The 8th International Conference on Power System 

Control, Operations and Management (APSCOM), pp. 1-6, Hong Kong, 2009. 

Contributions: 

1) It reviewed the research activities of recent years in the field of grid computing application 

to power system problems, along with an introduction to the technologies utilized in grid 

computing research and application. 

2) It discussed the opportunities and challenges of grid computing for future smart power 

systems. 
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2.1 Wind Energy in Emerging Power Systems 

2.1.1 Present Status and Challenges in Wind Farm Integrated Power 

Systems 

Integration of renewable energy is currently one of the top concerns for utilities as they look to 

increase the percentage of clean energy into power grids and reduce the construction of 

fossil-based power plants. Wind power, one of the most appealing sources of alternative energy, 

has gained widespread attentions during the last years. With the rapid technological advances 

and growing manufacturing scale, wind power is now nearly at grid parity [1]. For example, the 

percentage of wind power penetration in Denmark is planned to reach 50% in 2025 [2]. 

Moreover, with the introduction of various emission reduction schemes, increasing the number 

of wind plants has been planned or installed around the world [3]. However, due to its stochastic 

nature, integration of wind energy into electric grid has become the biggest challenges for 

system operators. Variations of wind speed directly influences the power generated by wind 

farms, which means the output of fossil fuel-plants needs to be adjusted more frequently to cope 

with fluctuations in wind power output; this also causes difficulties in estimating suitable system 

reserve margins to ensure secure and reliable operations. As a result, high penetration of wind 

power will cause high potential risks and difficulties in system operations [4]. 

2.1.2 Collector Layout of Offshore Wind Farms 

Wind energy, one of the fastest growing renewable energy sources for power generation, now 

meets a significant percentage of electrical demand worldwide [1,5]. Generally, a wind farm 

could be located onshore or offshore. In recent years, the offshore wind power has become the 

focus of the world’s renewable energy development [6]. By 2013, the total installed capacity of 

offshore wind farms all over the world has reached up to 5589.57 MW, with around 62 offshore 

wind farms commissioned [7]. The offshore wind farms appear to be more advantageous 

because better wind sources are available offshore compared to onshore [3,8,9]. However, due to 
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the large capacity of offshore wind farms, the long distance to shore substation, and the variable 

wind conditions, the capital investment costs for offshore wind power are much higher than 

those for onshore installations and operations. Unlike traditional power generating units, which 

are built around a few high rating generators within a centralized location, offshore wind farms 

aggregate the power generated by a great variety of small wind powered generators spread out 

over a large area. Traditionally, the energy generated by each wind turbine is collected and 

transferred to a substation via a network of cables, called a collector system. The increased size 

of wind turbines in large-scale wind farms has led to the problem of finding a suitable cable 

connection scheme that meets economic and operational needs simultaneously [10]. Therefore, 

the optimal layout of collector system plays a very important role in planning offshore wind 

farms. 

 There are many factors in the design and layout of offshore wind farms, including terrain, 

wind turbine microsites, reliability, power losses, economics, landowner requirements, and 

climate [11]. In a collector system, the electrical power losses primarily impact the economic 

evaluation of wind farm operations. However, shortening cable lengths may not always be 

available due to a group of constraints. Besides, in a real-world offshore wind farm, it is 

usually with single collector substation to collect and transfer the power outputs generated by 

wind turbines. This design may not guarantee the security and reliability of system operations 

because the wind power generation may be unavailable to the onshore power grid if the sole 

substation transformer breaks down. It is important that the collector system be planned for 

reliability and operability, especially for large-scale offshore wind farms. 

2.1.3 Wind Power Forecasting 

Over the last decades, researchers have made significant efforts to study the impacts of wind 

generation on the operation of power systems. A majority of researches focuses on developing 

forecasting tools to predict wind power production. Generally, current forecast methods can be 

classified in two ways: physical modelling approaches and statistical modelling techniques. In 

the physical modelling approaches, numerical weather prediction (NWP) is often used; in the 

statistical modelling approaches, the forecast is based on the time series of the measured wind 
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power data and some techniques, such as time series model, artificial neural network (ANN), 

support vector machine (SVM) are employed to do the wind power forecast. Today, these two 

approaches are sometimes combined to reduce the forecast errors [12].  

1) Numerical Weather Prediction 

The numerical weather prediction (MWP) model is a powerful tool adopted by many 

researchers to study wind forecast [12, 13]. It is a kind of weather simulation method which uses 

the mathematical models of atmosphere and parameters of other processes to make the weather 

forecast for specific domain. The NWP model determines the future state of the atmosphere by 

numerically solving a set of equations representing the evolution process of the meteorological 

variables. Such variables include temperature, pressure, wind speed, wind angle, air density, and 

so on. The input data of NWP model is the observation data collected by radiosondes and 

weather satellites, and the outputs of the NWP model can then be converted to wind power 

output. The forecast accuracy of the NWP model is often affected by the integrity of the 

observed physical data of the resolution of the grid. 

2) Machine Learning Prediction 

Although wind speed is difficult to forecast by single predictor, composite forecast models 

can statistically produce an optimal forecast by computing prediction results from a number of 

different methods. The fundamental concept is that if the errors in the forecasts produced by 

different methods are unbiased and have a low degree of correlation with each other, the random 

errors from the individual forecasts will tend to offset each other, with the result that a composite 

of the forecasts will have lower errors than any individual forecast. Furthermore, in this 

composite model, results from different prediction models should be processed by an adaptive 

processing module which adjusts the weights of each model based on its prediction performance 

on a continuous basis. Meanwhile, human expert inputs are also need to select the preferred 

prediction results and incorporate them in such a way that best enhances the performance of the 

forecast tool. 

2.1.4 Integrating Battery Energy Storage System into Wind Farms 

Proponents of wind energy have spent decades obscuring the level of risk of imposing this 
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resource on existing power systems. Comprehensive efforts have been made to study and 

develop advanced techniques to address the uncertainties brought about by wind power. Owing 

to the effective role in maintaining power system stability, energy storage systems (ESS) have 

attracted widespread support because they add significant flexibility to the operations of power 

systems with wind farms. The development of new ESS systems will be critical to effective 

levelling of the cyclic nature of these energy resources. Compared with other energy storage 

technologies, battery energy storage systems (BESS) are the most cost effective approach 

designed for short-term wind farm dispatch purposes. BESS was firstly proposed in the early 

1980s to reinforce transmission and substation [14].Then, due to its attractive features, the 

potentials of applying BESS to power system problems were studied extensively and a number 

of concerns related to economics, reliability, operation, and impacts were presented [15].Ten 

years later, because the cost of BESS reduced dramatically, the modelling and economic 

analyses of BESS were again studied intensively [16,17]. Gradually, BESS became one of the 

most promising solutions for maintaining power system stability. In order to further reduce the 

cost of BESS projects, an optimal size decision technology was developed, which showed that 

BESS technology could be operated in a suitable and economical manner [18]. Some other 

investigations concentrated on the applications of BESS to frequency control [19-21] and power 

flow control [22]. Recent advances in energy storage technology provide an opportunity to using 

energy storage devices to address the intermittency challenges of sustainable energy. Combining 

BESS with wind farms can improve system availability because it increases the amount of wind 

power that can be penetrated into power grids without risking system stability. Various 

techniques have been proposed to address the coordination of BESS and wind power generation, 

with the view to increase the penetration level of wind energy in grids [23-30].  

In general, how to use BESS techniques to effectively and economically address the wind 

power dispatch problem is one of the key issues in need of further study. Many efforts have been 

done in the area of integrating BESS into wind farm dispatch. Some literature [23] and [24] used 

simple schemes to change/discharge BESS with wind farms. Yoshimoto et al. [25] adopted a 

washout filter-based scheme to smooth out the short-term power fluctuations of a wind farm 

with vanadium redox-flow batteries. Teleke et al. [26] improved the above control scheme to 
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address other constraints so that the BESS could be used to smooth the net power supplied to the 

system based on hourly dispatch levels. Alternatively, they also proposed an optimal control 

model to control the charge/discharge current of the lead-acid battery over a given time period 

[27], aimed at minimizing the deviations between the battery power output and the battery power 

reference. The above works mainly focused on smoothing the wind farm output, and did not 

address the issues of battery capacity determination and short-term dispatch implementation. In 

addition, frequently switching between charge/discharge modes will shorten the lifetime of the 

BESS because this use was not intended for their designs. 

In order to stabilise the power output of wind farms, Yao et al. [28-30] proposed a dual 

WTG-BESS to do the short-term dispatch. This system includes an in-service battery and a 

stand-by battery, where the in-service battery provides constant power output to the grid and the 

stand-by battery is charged by wind power. The two batteries exchange roles when the in-service 

one is unable to sustain the delivery for constant power. By employing the dual- BESS scheme, 

the in-service battery can aggregate the dispensable energy to make the wind farm act as a 

conventional generator. The major limitation is the high cost. Because the power output to the 

grid of the wind farm is completely from the in-service battery, and all the wind power produced 

by the wind turbines is stored in the stand-by battery, it requires a large capacity for each battery, 

which leads to the high investment cost. In [31], the authors used decision tree to develop a 

rule-based real-time dispatch strategy to control the power output of the BESS. 

2.2 Advanced Computing Techniques for Modern Power 

Systems 

2.2.1 Advanced Computing Methods for Smart Grid 

With the ever-increasing demand for electrical energy and the continual reform of power 

markets, modern power systems have become progressively large-scale, distributed, and 

complicated. Moreover, because of global environment concerns, especially global warming 

and energy shortage problems, the questions of how to reduce carbon footprint and conserve 
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energy have been the most important issues in modern power systems. Many research studies 

on green and renewable energy sources have been carried out in this area [32,33], which had 

leads to the emergence of solar-turbines and wind-turbines. The next generation of power 

systems must be combined with larger numbers of small-scale, highly dispersed generation 

units that utilize diverse renewable energy sources. These systems will be characterised by 

huge scale networks that physically intermingle, along with virtual interconnections and 

interactions (i.e., a complex multi-organization business model). Recently, a new term has 

come out in the discussion of future power systems—“smart grid.” This concept includes all 

the parties involved in power systems, from energy supplier, energy transmission operator, and 

energy distribution operator, to energy customers. The development of the smart grid is 

pushing even further the requirements for intelligent computing in power system applications 

[34].Within the increasingly computer-dependent power system, high performance computing 

(HPC), parallel computing, and distributed computing have all been studied and deployed in 

power industries for providing supercomputing abilities and distributed operations. 

2.2.2 Grid Computing for Integrating Distributed Heterogeneous 

Resources 

In modern times, the continuous expansion of power systems and the increasing demand for 

energy have made power systems increasingly complex, resulting in many large-scale 

problems that require greater computational capacity to handle simulations and data sharing. 

PC clusters or supercomputers are being widely used to perform parallel computing as this has 

been proven to be much more efficient than a single machine for handling simulations [35-37]. 

However, there are still some problems. First, for large-scale networks, PC clusters or 

supercomputers show inadequate computational ability. Second, when engineers or scientists 

do not have such equipment (i.e., a PC cluster or supercomputer), they find it hard to perform 

such calculations.  

In recent years, grid computing (GC), which provides an ideal solution for the above 

issues, springs up as a novel intelligent computing technology for the integration and 
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management of heterogeneous computer resources from multiple administrative domains 

applied to a common task, especially for the problems which are compute-intensive or/and 

data-intensive [38, 39]. Grid computing provides powerful coordinated integration of a large 

amount of geographically distributed, heterogeneous resources through the Internet to provide 

a virtual platform for scientists and engineers that cannot be achieved by parallel computing. 

Relying on the powerful ability of grid computing to integrate various kinds of distributed 

resources, engineers can access resources seamlessly through the grid portal and develop many 

potential parallel or distributed power system applications. 

Although grid computing has been successfully applied in many areas, there is only one 

paper that has discussed its application in power systems [40], and this paper gave an 

introduction to grid computing technology and discussed various possible power system 

applications based on it. However, while the research pointed out the wide application 

prospects of grid computing technology in power systems, it did not explain how to construct 

the grid system for power systems in a conventional way, and it also did not study issues 

related to implementation techniques for combining grid computing with power system 

applications. Such issues need to be studied in advance when constructing the grid system for 

power systems because they may affect the performance of power system applications. 

2.2.3 Cloud Computing based Data Center 

At the same time of the proposal of smart grid, a new technological trend called “cloud 

computing” emerged and rapidly developed in the IT industry. Cloud computing is not a 

completely new technology but an integration of multiple technologies, including automatic 

computing, grid/distributed computing, hardware virtualization, web service, and utility 

computing. Unlike other traditional computing models, cloud computing aims to deliver 

various kinds of IT resources (computing powers, storage devices, development platforms, and 

software) as services through the Internet to end users, while end users can acquire the 

resources as they need on a pay-per-use basis. According to the definition given by Foster [41], 

cloud computing is a large-scale distributed computing model which can form a virtualized, 

dynamical scalable resource pool to deliver services to users. 
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 The core of cloud computing is the data centre, which is a facility to house the computer 

systems, telecommunication systems, and storage systems that provide Internet-scale, elastic 

on-demand services to users. Currently, the major cloud service providers (such as Amazon 

and Google) have established data centres backed up with thousands to millions of 

computational equipment. Integrating a cloud data centre into a smart grid can provide a 

platform to collect, storage, and analyze mass data. 

2.3 Application of Computational Intelligence in Power 

Systems 

2.3.1 Various Techniques of Computational Intelligence 

Increased interconnection and load of the power system, along with deregulation and 

environmental concerns, has brought new challenges for modern power system operation, 

planning, and control. As a study of adaptive mechanisms that enable or facilitate intelligent 

behaviour in a complex and changing environment, computational intelligence (CI) [42] is a 

novel and modern tool for solving complex problems that are difficult to solve by conventional 

techniques. Due to time requirements of direct and modal analysis methods, researchers are 

inclined to apply computational intelligence methods, which are promising for real time 

applications. Developing solutions with CI techniques could offer the following advantages: 

a) Researchers can learn from past experience; 

b) CI techniques are fault tolerant in the sense that they are able to handle noisy and 

incomplete data/information, i.e., uncertainties, to make the systems more robust; 

c) CI techniques are able to deal with nonlinear problems; 

d) CI techniques can perform prediction and generalization at high speed with training, 

and the development time is much shorter than when utilizing the traditional 

approaches. 

Common among them, as reported in most studies [42-44] are artificial neural networks 

(ANN), evolutionary computation (EC), fuzzy system (FS), and swarm intelligence (SI). Each 
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of these CI techniques has its origins in biological systems. Neural networks model the 

biological network; EC models the natural evolution (including genetic and behavioural 

evolutions); FS originates from studies of how organisms interact with their environment; and 

SI models the social behaviour of organisms living in swarms or colonies (such as particle 

swarm optimization algorithm [45]). 

2.3.2 Potential Research Area in Power Systems Using Computational 

Intelligence 

There are several problems in modern power systems that cannot be solved with conventional 

approaches as these methods are based on several requirements which may not be true all the 

time. In those situations, computational intelligence techniques are the only choice; however, 

these techniques are not limited to these applications. The following areas of power systems 

could utilize the application of evolutionary computation. 

 Power system operation, which includes economic dispatch, unit commitment, 

hydro-thermal coordination, scheduling, congestion management, power flow, and 

state estimation.  

 Power system planning, which includes generation expansion planning, transmission 

expansion planning, and reactive power planning. 

 Power system control, which includes voltage control, load frequency control, power 

flow control, stability control, and dynamic security assessment. 

 Distribution system applications, which include demand side management, demand 

response, network reconfiguration, and smart grid operation and control. 

 Forecasting applications, which include short-term load forecasting, long-term load 

forecasting, electricity market forecasting, wind power forecasting, and solar power 

forecasting. 

2.4 Summary 

This chapter serves as a literature review of those techniques pertinent to the remainder of this 
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thesis. It includes a brief description and discussion of wind power energy in emerging power 

systems, the advanced computing techniques for modern power systems, and the application of 

computational intelligence methods in power systems. 
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3.1 Introduction 

In modern times, the trend of high penetration of renewable energy sources, deregulation, the 

emergence of super scale interconnected systems, and the distribution generations make power 

systems increasingly complex, which poses some challenges for the computing platforms of 

modern power systems.  

Following the review of advanced computing techniques discussed in Chapter 2, this 

chapter will present a computational grid platform for distributed heterogeneous power 

systems and a cloud computing based information infrastructure for future power systems. 

Grid computing and cloud computing techniques have both received much attention from 

power engineers and researchers over the past few years. They can provide high performance 

computing ability and communicate among distributed and heterogeneous resources in power 

systems. 

3.2 Grid Computing Technique 

3.2.1 Grid Computing Introduction 

Grid Computing (GC) is a novel intelligent computing technology, for sharing and managing 

computerized distributed and heterogeneous resources (CPU, physical memory, storage, 

network, etc.) for some specific tasks [46]. These tasks can be simulation and forecasting of 

financial market, or some scientific researches such as earthquake prediction, or information 

integration for some special business demands. With the continuously improved GC standards, 

such as Web Services, OGSA, WSRF introduced in [47] , GC can be used for a wide range of 

tasks from pure sharing of computing power to providing powerful management and 

coordination capabilities among diverse distributed heterogeneous resources, thereby to deliver 

nontrivial qualities of service (i.e. application demands). According to the functions of GC 

applications, it can be divided roughly into three main domains: Computational Grid, Data 

Grid and Knowledge Grid. 

 One of the keywords in GC is “virtualization”. It means by seamless integration of 
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geographically distributed and heterogeneous systems [47], to provide grid users with a 

transparent environment. From user’s prospective, they just need to submit their service 

requests as long as entering the “virtual grid”. Diverse organizations which comprise the 

integrated “virtual grid” are called “Virtual Organizations” (VOs) [48]. In the case of power 

systems, future power grids will consist of many participants including generator operators, 

generator maintenance providers, generation aggregators, transmission network operators, 

distribution network operators, electrical load managers, energy market makers, energy supply 

companies, metering companies, energy customers, regulators, and governments [49]. How to 

manage and coordinate these organizations is a key issue for future power systems. 

3.2.2 Grid Computing System Architecture 

During the design and realization of a GC-based system (i.e. grid system), many aspects need 

to be considered. GC architecture can be visualized as a layered architecture according to [48], 

including application layer, grid middleware layer and grid resource layer. The topmost layer 

consists of many grid applications and the APIs from users’ perspectives. The middleware 

layer includes software and tools utilized for grid environment implementation, such as Globus 

Toolkit [50], gLite [51] and BONIC [52]. The third layer covers all the resources available to 

the grid, such as storage, processing capabilities (CPUs), and other application-specific 

machines. Ali et al. presented a suchlike architecture in [53, 54], named RSA-Grid for power 

system reliability and security assessment purpose. The architecture is shown in Fig. 3-1. 

 

 

Fig. 3-1. A Typical GC Layered Architecture, [53] 

 

GC has been well confirmed for its supercomputing capability in power systems. 
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However, the big difference of GC system to other distributed system is the VO characteristic 

and consequent management mechanism. With these mechanisms, the geographically 

distributed and structurally heterogeneous resources could coexist and collaboratively 

contribute to the development of the future “Smart Grid”, which may be a new path for power 

systems research. 

3.3 Opportunity and Challenges of Grid Computing in 

Power Systems 

The research and application of GC in power systems have been launched since 2004. 

However, because of the inchoate standards and technologies, there are still challenges as well 

as opportunities. This section gives the analysis and discussion on the opportunities and 

challenges of GC in various application fields of modern power systems. 

3.3.1 Distributed Monitoring and Control 

From the prospect paper of Irving et al in [55], the distributed monitoring and control had been 

put forward as one of the potential benefits of GC for future power systems. Along with the 

increasing small-scale generators come from discrete locations, even be characteristic of 

different structures (i.e. traditional generators mixed with new renewable-based ones), the first 

step of building a “Smart Grid” is to achieve real-time monitoring and control of the whole 

power grid. Irving et al and Huang et al described respectively a GC-based platform for 

distributed monitoring and control of power systems in 2006 [56, 57]. The former one, 

established based on the GRIDCC project [58], presented a PSSimulator used for initial Grid 

environment experiment, which virtually connected power generators instances in Italy, 

Switzerland and UK. With a resource broker middleware and the simplified Java Program, the 

real-time operation and communication costs were tested to demonstrate the feasibility of this 

platform. Whereas the latter one proposed by Huang et al. focused on the virtual database 

technology, for accessing heterogeneous shared data. There should be more profound research 

on how to complete complex management of these power grids, which will be a challenge for 
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future power systems. 

3.3.2 Grid Computing vs Other Computing Techniques 

In this section, GC is compared and contrasted with other computing techniques, including 

High Performance Computing, Parallel Computing and Distributed Computing methods. And 

it also gives insights into the essential characteristics of all. 

1) Grid Computing Vs. High Performance Computing.   

High Performance Computing (HPC) technology uses supercomputers and/or 

high-performance computer clusters to solve advanced computation problems, and substantial 

research and development work have been conducted in power systems analysis [59]. However, 

for many experimental science fields, scientific progress and quality of research are strongly 

linked to computing throughput. Because for many research and engineering projects, the 

quality of research or projects is heavily dependent upon the quantity of computing cycles 

available. High Throughout Computing (HTC) focuses on this kind of situation. There are 

many differences between HPC and HTC. In short, HPC environments, whose performance is 

often measured by Floating Point Operations Per Second (FLOPS), deliver a tremendous 

amount of compute power over a short period of time; while HTC deals with how to deliver 

large amounts of processing capacity over long periods of time. GC has just emerged as an 

important field synonymous to HTC. It is the revolutionary technology built upon HTC 

concept, which can better complete lots of tasks coming from different locations and can 

provide some communication standards or protocols for the overall operation of the system. 

2) Grid Computing Vs. Parallel Computing and Distributed Computing.  

Parallel Computing, or Distributed Computing belongs to the field of computer science 

that studies compute-intensive problems and distributed systems. It has been utilized in many 

fields of power systems as well, [60-63]. A distributed system is static and has no concept of 

“virtualization”. It focuses on information sharing often using the Client/Server (C/S) model. 

GC is the next generation of Distributed Computing. Distributed Computing technologies 

enable information sharing within a single organization, whereas GC technologies enable 

resource sharing among VOs. A grid system could support resource discovery and monitoring 
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on a global scale. Therefore, it could work together with Parallel/Distributed Computing and 

supercomputing technologies, to provide an efficient solution of competition and cooperation 

among geographically distributed and structurally heterogeneous participants. 

3.3.3 Fundamental Computation 

Many problems in complicated power systems demand high performance computing. While 

historically HPC or Parallel Computing could provide a better solution compared to single 

computer processing unit, a grid system can tackle the problems as well, and even better. There 

are many fundamental computation problems for analysis and control of a power system. 

Being service-oriented, GC can be used to provide such fundamental computation services for 

more involved and synthetic applications. One example is Monte Carlo simulation method, 

which is perceived as computationally intensive but naturally parallel and has been widely 

used in many areas of scientific research. 

 In most of the optimization issues in power systems, a realistic formulation leads to highly 

nonlinear relationships, discrete and integer variables, and many other ill-behaved 

characteristics of the mathematical models. Some of these problems are combinatorial 

optimization problems with exponential increase computing power requirement, or involve 

thousands of constraints. Most of these problems are adequate for parallel processing pattern, 

which decomposes problems to raise the computational efficiency. Recently, many heuristic 

search optimization techniques have been proposed to solve some of these problems. 

Evolutionary Algorithms (EAs), for instance, are robust and flexible in handling nonlinearities 

and discrete variables, and have been successfully applied in different power system 

optimization problems such as load flow calculation [64], optimal reactive power flow (ORPF) 

[60,65-68], transient stability constrained OPF [69], damping control design [70], TNEP [71], 

unit commitment [72], unit maintenance scheduling [73], and power market analysis [74-77]. 

These algorithms can be implemented on GC platform and provide efficient tools for power 

system operation and planning. 
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3.3.4 Power System Information Grid 

The trend of future power systems is large-scale with dispersed and diverse small generators. 

Distributed power system leads to distributed management. With the emergence of smart 

sensors which will offer real-time filtered data from electrical devices, GC can provide a 

relatively low-cost information integration service for the whole power system. All the 

distributed data could form a huge virtual database, with near drop-in storage spaces and 

convenient data backup methods. It will accelerate the realization of the Smart Grid. 

3.3.5 Reliability & Security Analysis 

Maintaining system security is the most important task for power system operators. There are 

large amounts of constant dynamic instability factors which require comprehensive analysis 

and control [78]. Many of these analyses must build diverse mathematical models which are 

often too complicated to be solved effectively. Because of the dynamic feature of power 

systems, these calculations still need to be completed within a given time period, sometimes 

even just few seconds. GC provides an effective approach in solving these 

computational-intensive and time-intensive problems. Several experiments had been unfolded 

with preferable efforts [54,79]. It is obviously that GC can provide better computational 

service superior to distributed/parallel computing. Thanks to GC’s robustness and 

expandability, the turbulences or human errors could be reduced by self-healing and 

fault-tolerance technologies. 

3.3.6 Power Market Grid 

GC is created for distributed and heterogeneous resources. This feature is well suited for power 

market analysis. With the progress in the power market reform, the deregulation and autonomy 

of power industries derives a large number of heterogeneous resources. A competitive power 

market involves energy supplier, energy customer, market objects (energy, energy transmission 

rights and assistant services), market price and market regulations, etc. Data is the kernel of 
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power market, as the market analysis, forecasting, decision-making support problems all 

demand for large amounts of data. Via GC technology, combined with other smart method such 

as data mining, a power market grid will be established meaningfully. 

3.3.7 System Planning & Scheduling 

Grid resource scheduling is a component of GC technology, which plays an important role in 

the overall performance of an application running on the grid. Similarly, for electrical power 

grids, prominent electrical planning and scheduling determines the efficiency and security of 

power systems. Considering the particularity of electrical energy (i.e. it cannot be stored), GC 

could provide real-time access to disperse resources and serve power systems with very fast 

forecast results, thus balances the difference between generation and load demand [54, 80]. In 

[81] and [82], two methods for electrical load balancing and hydro-thermal scheduling were 

shown, independently and GC based respectively. The authors of [81] claimed that GC 

technology was suitable for real-time data transmission and real-time load balancing process 

among power plants; while the authors of [82] utilized GC to build the scheduling model, 

which adopted Monte Carlo method to produce system stochastic parameters. 

 Power system economic dispatch is the method of determining the most efficient, 

low-cost and reliable operation of a power system by dispatching the available electricity 

generation resources to supply the load in the system. Its object is to minimize the total cost of 

generation subject to operational constraints of the available generation resources. Load 

balancing and scheduling problem could not be simply regarded as a computational-intensive 

operation, but involves many smaller tasks, such as data exchange among different domains 

which is related to transmission operations in the large power network. GC will continue to 

provide effective computational means for solving these dispatch problems. 

3.3.8 Grid Computing & Smart Grid 

Smart Grid is a modernized electrical power grid that utilizes new equipment, information and 

communication, control and automation technologies to respond to our 21
st
 century demand of 

http://en.wikipedia.org/wiki/Electricity_generation
http://en.wikipedia.org/wiki/Electricity_generation
http://en.wikipedia.org/wiki/Total_cost
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electricity. It must need smart technologies, especially on the computing layer. GC could be 

seen as a smart and intelligence computing method due to its high efficiency, low cost and easy 

accessibility. 

Due to the complexity of power systems, the possible GC applications are wide in nature 

and hard to be merged. They, however, are mainly based on two aspects: virtual data storage 

and inexpensive parallel/distributed computing, with more standardized architecture and 

communication protocols. 

3.4 A Computational Grid Platform for Distributed 

Heterogeneous Power Systems 

3.4.1 System Model 
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Fig. 3-2. Layered model of computational grid platform 
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The whole computational grid platform is designed as a layered model (Fig. 3-2). Based on this 

model, power scientists and engineers can access the distributed resources to perform 

computational tasks through a scientifically designed grid portal. Middleware components 

handle task execution, data accessing and scheduling. Functions of each layer are introduced in 

this section and each layer can be connected via Internet to form the grid platform, as shown in 

Fig. 3-3. 
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Fig. 3-3. Computational grid platform in Internet environment 

 

3.4.2 Types of Grid Systems and Problem Description 

Based on the general architecture of the grid described in Section 3.4.1, there are mainly two 

types of systems that can be constructed for power system applications. 

1) Small Scale Scientific-Purpose Grid System 

The first is the small scale scientific–purpose system that uses grid computing technology 

to connect multiple computational resources for simulations. This type of system is based on 

existing Internet infrastructures and, therefore, it is low cost and very easy to construct. If the 

resources have a public IP address, only grid components need to be installed to construct the 

system. However, bandwidth of the existing Internet infrastructure may affect the performance 

of the system. Besides, since the system scale is relatively small, variation of availability of a 
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particular resource might also have significant effect on performance of the whole system. In 

this system, the number of users is often limited, and there are few concurrently running 

applications at a given time. Thus, individual applications submitted to the system often do not 

need to compete for resources with other applications. In this situation, the main problem is 

how the dynamic grid environment affects power system applications. 

2) Large Scale Industrial or Commercial Grid System 

Another type of system is the large scale industrial or commercial grid system. This type of 

system often needs significant funding for constructing private high bandwidth network and 

using grid technology to harness a large number of widely distributed resources based on a 

private network to facilitate reliable scientific, industrial and commercial applications. In this 

type of system, bandwidth of the whole system is often very high, and there often exist many 

users and a large number of concurrently running applications that compete for resources. Thus 

the main problem is how to schedule the concurrent power system applications effectively. 

3.4.3 Study Methodology 

For addressing the problems described in Section 3.4.2, this research designs a series of 

experiments. For the small scale scientific-purpose grid system, experiments are designed to 

simulate the dynamic grid environment and observe its impact on power system application. 

For large scale industrial systems, an economic-based framework is proposed to schedule 

concurrently running power system applications among heterogeneous resources. 

1) Dynamic Factors Simulation for Small Scale Grid Systems 

There are two major factors causing the dynamics of Grid system: Internet bandwidth and 

variation of resource availability. In this research, these two factors are simulated to observe 

their effect on the performance of compute-intensive power system applications. In the test 

bench, four resources in Table 3-1 are created to represent the small scale grid system, and 

different bandwidths and availability levels are assigned to each resource.  
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Table 3-1 Resource Definition of Small Scale Grid System 

Group Resource_1 Resource_2 Resource_3 Resource_4 Code 

Group 1 

H1, RA1 H2, RA1 H3,RA1 H4,RA2 G1_1 

H1, RA1 H2, RA1 H3,RA1 M2,RA3 G1_2 

H1, RA2 H3, RA3 H4, RA2 L1, RA3 G1_3 

Group 2 

M1, RA1 M2, RA1 M3, RA1 M4, RA2 G2_1 

H4, RA1 H5, RA1 M4, RA1 M5, RA3 G2_2 

M1, RA1 M2, RA1 L2, RA1 L5, RA2 G2_3 

H2, RA1 H3, RA1 L2, RA2 L3, RA3 G2_4 

Group 3 

L1, RA1 L2, RA1 L3, RA1 L4, RA2 G3_1 

L1, RA1 L2, RA1 L3, RA1 M3, RA3 G3_2 

L2, RA1 L3, RA1 L4, RA2 H1, RA3 G3_3 

 

Firstly, bandwidth of the existing Internet infrastructure is simulated. The procedure is 

designed as follows. An Internet transference speed measurement tool [83] is used to sample 

the bandwidth data of multiple sites around the world. This tool can measure the transference 

speed between different servers around the world and the user’s host. Sampled bandwidths are 

divided into three intervals, low, moderate and high, denoted as L, M and H, respectively. Then 

some typical sites from each speed interval are chosen and assigned to each resource. Changes 

in the speed of each site in one hour are measured. The target of this step is to estimate the 

floating scope of each site during a certain time period. In my research, from the sampled 

Internet data, bandwidth intervals are estimated as high bandwidth (more than 0.8 MB/s); 

moderate bandwidth (from 0.2 MB/s to 0.8 MB/s); and low bandwidth (less than 0.2 MB/s). 

Five typical sites are selected for each interval, i.e. L1-L5, M1-M5 and H1-H5. 

Secondly, resource availability is simulated. In the simulation, majority of resources 

remain available while other resources might become unavailable at uncertain times. Three 

levels of availability of resources are defined. 

a) The first level (named as RA1) is where resources are dedicated and are always 

available during the experiments; 

b) In the second level (named as RA2), resources become unavailable at uncertain times 

during the experiment and then become available again after 10 minutes. This 

strategy can simulate temporary shutdowns or temporary network failures; 
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c) The third level (named as RA3) is where resources become unavailable at uncertain 

times during one experiment and then remain unavailable. 

Finally, a certain bandwidth and availability level can be assigned to each resource. 

Different combinations can thus be defined, as shown in Table 3-1. The combinations can be 

divided into 10 cases of three groups, with each group reflecting a performance level of the 

whole system. For example, for Group 1, bandwidth of the whole system is high. Resources in 

G1_1 and G1_2 cases of this group are stable generally but resources in G1_3 are relatively 

unstable. 

2) Improved Economic-based Scheduling Framework for Large Scale Grid Systems 

Popular existing grid computing schedulers use various scheduling algorithms to optimize 

execution time of applications. However, R. Buyya [84] (a famous expert of grid computing 

whose main contributions are developing the well-known grid simulator ‘GridSim’ and grid 

scheduler Nimrod-G, and who first proposed the idea of economic-based grid scheduling 

mechanism) pointed out that these methods are inadequate when applied in practical industrial 

or commercial grid systems. This is because in large scale industrial or commercial grid 

systems, the cost of accessing the resources cannot be neglected, and such cost must be 

considered in scheduling algorithms [85]. Buyya thus proposed an economic-based scheduling 

model which considers both execution time requirements and the cost of resource accessing 

[86,87]. The model consists of different scheduling strategies to optimize execution time and 

cost separately, and the grid scheduler can select suitable strategies according to requirements 

of different applications.  

However, Buyya’s framework assumes all applications have same priorities. In power 

systems, a notable characteristic is different applications might have different urgency degrees. 

For example, some applications belong to periodically executed engineering tasks (such as real 

time power dispatching and stability analysis) that must be completed within a certain time 

(say 15 minutes); these tasks have higher priority. Other applications, such as long-term system 

planning problems, do not have such strong time limits and thus have lower priority. When the 

grid system is established for power systems, this characteristic must be considered in the 

scheduling algorithm.  
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Based on Buyya’s framework, this research proposes an improved economic-based 

framework for scheduling power system applications, as shown in Table 3-2. There are a total 

of four strategies in the framework. The cost-optimization strategy aims to minimize the 

resource accessing cost of the application, while keeping the execution time within the 

deadline; the time-optimization strategy aims to minimize the execution time of the application, 

while keeping the resource accessing cost within the budget; cost-time-optimization minimizes 

the resource accessing cost, and for resources having the same cost, the strategy uses 

time-optimization among resources. These three scheduling strategies have already been 

implemented in Buyya’s framework but in the framework of this research, they are improved 

to incorporate priorities of different applications. Execution of jobs with higher priority is 

ensured on a priority basis. At last, a new strategy called feasible job optimization is proposed 

to maximize the count of feasible jobs. Here, a job is feasible if it is assigned to a suitable 

resource after the scheduling procedure. 

 

Table 3-2. Scheduling Strategies of Proposed Framework 

Strategy Execution Time Execution Cost 
Feasible 

Job Count 

cost-optimization Limited by deadline Minimize within budget --- 

cost-time- optimization  Minimize when possible Minimize within budget --- 

time-optimization  Minimize within deadline Limited by budget --- 

feasible job optimization Limited by deadline Limited by budget Maximize 
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Fig. 3-4. Working mechanism of the grid scheduler 
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 The working mechanism of the economic-based grid scheduler is shown in Fig. 3-4. 

Power system applications submitted by the users are stored in an application queue. Each 

application comprises multiple jobs. For each application in the queue, the scheduler chooses a 

suitable strategy, according to its requirements, and schedules the jobs of that application. The 

scheduling strategy finally selects a resource for that job, and the deploy manager dispatches 

the job to the resource. 

The four scheduling algorithms follow similar procedures, as shown in Fig. 3-5, while there 

are some distinctions in resource sorting: 

 a) The cost-optimization strategy aims to minimize the cost of the application while 

keeping the execution time within the deadline. In the beginning, the cost-optimization 

algorithm forms a resource pool by identifying resources which can process the job within the 

deadline; and then it sorts resources by increasing order of the accessing cost and gets the 

resources sequentially to perform the remaining scheduling procedures. 

 b) The time-optimization strategy aims to minimize the application execution time while 

keeping the cost within the budget. In the beginning it forms a resource pool by identifying the 

resources adequate for the job; and then sorts resources from fast to slow.  

 c) The cost-time-optimization strategy is similar to the cost-optimization strategy, but if 

multiple resources having the same accessing cost, it performs time-optimization scheduling 

among the resource. 

 d) The basic idea of the feasible job optimization is that it always tries to reserve faster 

resources for later jobs. In this way, it does not aim to minimize the execution time or cost of 

the jobs, but tries to reserve better resources to the later jobs, so as to make more jobs feasible 

after the whole scheduling procedure. 
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Fig. 3-5. Procedure of the scheduling algorithm 
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3.4.4 Grid System Simulation 

In the simulation, this research first demonstrate how to make use of state-of-the-art open 

source grid computing products to implement the computational grid system described in 

Section 3.4.1, in a Linux PC cluster. This implementation approach can be directly applied for 

constructing a practical grid system. Secondly, the implemented system is directly used to 

study the impact of dynamic factors in power system applications in the small scale grid 

system. Thirdly, the GridSim 2.0 [88] is utilized on a single PC to simulate the large scale 

resource pool and model the concurrent power system applications, in order to evaluate the 

efficiency of the economic-based scheduling framework. 

 The Grid system described in Section 3.4.1 is implemented in a 30-node Linux PC cluster. 

Four computational resources are created, and the mature open source grid components are 

used. Globus Toolkit 4 [89] is selected as the fundamental middleware; GridWay [90] is used 

as the grid scheduler; MyProxy [91] is used to provide the authentication service; PBS [92] is 

used to manage each resource and Ganglia [93] is used to collect state information of the 

resources. All grid products are open sourced and can be downloaded from the corresponding 

websites. Thus the above implementation approach can be directly followed to construct a 

practical grid system.  
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In addition to this, in order to simulate the two dynamic factors introduced above, a grid 

simulator developed by this research is installed in each resource to control availability of the 

resource and simulate the assigned bandwidth. The simulator is a set of Linux script programs 

running in each resource. For simulating the bandwidth, it produces varying bandwidth and 

calculates the transference delay time needed by transferring the result files from the resource 

to the scheduler, and then holds the result files returned by PBS for such period of time; for 

simulating resource availability, it shuts down the PBS at a random time, and then restarts the 

PBS after a period of time, according to the stability level of the resource. The roles of each 

machine are shown in Table 3-3.  

Table 3-3. Grid System Implementation on 30-Node Linux PCs 

Node ID Role Configuration 

00 Client Node -- 

01 
Grid Portal 

Grid Scheduler 

Globus 

Grid Portal Program 

GridWay 

02 Information Monitor Globus 

03 Authentication Service 
Globus 

MyProxy 

04-10 Resource_1 

Globus 

PBS 

Ganglia 

Grid simulator 

11-16 Resource_2 

Globus 

PBS 

Ganglia 

Grid simulator 

17-23 Resource_3 

Globus 

PBS 

Ganglia 

Grid simulator 

24-30 Resource_4 

Globus 

PBS 

Ganglia 

Grid simulator 

 



3 Advanced Computing Platforms for Modern Power Systems 

41 
 

3.4.5 Impact of Dynamic Factors in Small Scale Grid System 

The Monte-Carlo probabilistic power flow analysis in the IEEE 118 bus system [94] is used as 

the test problem. The total sampling times in the range of 1,000 to 100,000 is studied as shown 

in Table 3-4. Each probabilistic power flow calculation is divided into several jobs, and each 

job performs a certain number of sampling. These divided jobs can be executed in parallel in 

the grid environment. Four cases using different resources groups in Table 3-1 (Groups 1 to 3) 

are performed as follows. 

 

Table 3-4. Comparison of Application Cases between Sequential Computing and Grid Computing 

Total 

sampling 

times 

Sampling 

times  

per job 

Total 

number  

of jobs 

Sequential 

execution  

time (s) 

Grid execution time  

without  

Internet delay (s) 

Speed 

up 

1,000 100 10 19.7 112 0.18 

2,000 100 20 45.2 138 0.33 

5,000 200 25 167.4 147 1.14 

8,000 200 40 373.6 213 1.75 

10,000 200 50 537.0 203 2.65 

15,000 300 50 1100.2 277 3.97 

20,000 400 50 1938.1 287 6.75 

30,000 400 75 4523.3 369 12.26 

50,000 400 50 11359.2 589 19.29 

80,000 500 80 28353.7 856 33.12 

100,000 500 100 40913.5 890 45.97 

  

Case 1 is the system which has an adequately large bandwidth and all resources of which 

are stable. This can be considered as the best situation. Case 2 is where the whole grid system 

has good network performance in general (Group 1). Case 3 has moderate network 

performance (Group 2). Case 4 is where the whole network has low transference speed in 



3 Advanced Computing Platforms for Modern Power Systems 

42 
 

general (Group 3).  

 In Case 1, all resources remain reliable, and the Internet latency can be ignored because of 

the adequately large bandwidth. The efficiency of running the probabilistic power flow on the 

grid system and on a single PC sequentially are compared and shown in Table 3-4. It can be 

seen that as the problem scale increases, the grid computing platform can solve the problem 

much faster than the single PC. When the sampling count is 100,000, the single PC uses 

40,913.5s to solve the problem while the grid computing platform needs only 890 seconds. The 

speed-up ratio is around 46. 

 In Case 2, the whole system has high network performance (G1_1, G1_2, and G1_3 in 

Table 3-1). It can be observed that when the whole network has high bandwidth, performance 

of the system is close to the best situation, even when speed of some resources is slow (curve 

G1_3 of Fig. 3-6). When considering variations in availability of resources, it suggests that 

when simulation time is small and proportion of unstable resources is also small (curves G1_1 

and G1_2 in Fig. 3-7), the resource availability variation has little effect only.  

 In Case 3, the whole system performance of Group 2 is moderate (G2_1, G2_2, G2_3, and 

G2_4 in Table 3-1). The simulation result is shown in Fig. 3-8 and Fig. 3-9. According to 

curves G2_1 and G2_2, when the network performance is moderate and there are few 

low-speed resources, computation time can be considered as close to the best situation. 

Comparing Fig. 3-7 and Fig. 3-9, it can be seen that when network performance is moderate in 

general, variation in computation time caused by unstable resources is larger than in Case 2, 

especially when there are some low-speed resources. 

 In Case 4, simulation results of Group 3 are reported in Fig. 3-10 and Fig. 3-11. Fig. 3-10 

shows the performance of the system when the system is in a bad condition (G3_1, G3_2, 

G3_3 in Table 3-1). All the four combinations of Group 3 spent much more time to solve the 

problem, compared with the ideal result, especially curves G3_1 and G3_2. In G3_1 and G3_2, 

all resources have very low transference speed. When considering the resource availability 

variation, the result reveals that computation time curves are far away from the best situation.  
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Fig. 3-6. Simulation result of Group 1 when all resources keep stable 

 

 

Fig. 3-7. Simulation result of Group 1 considering the availability variations of resources 
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 Fig. 3-8. Simulation result of Group 2 when all resources keep stable 

 

 

Fig. 3-9. Simulation result of Group 2 considering the availability variations of resources 
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Fig. 3-10. Simulation result of Group 3 when all resources keep available 

 

 

Fig. 3-11. Simulation Result of Group 3 considering the availability variations of resources 

 

 From the above simulation, some useful guidelines can be drawn to guide the construction 

of the scientific-purpose small scale grid computing platform for power system.  

 1) When the system has high bandwidth in general, even if there are a few unstable 

resources, the system performance is not affected much; 

 2) When the whole system has moderate bandwidth in general, if resources are stable, 

then the system performance is close to the ideal performance; otherwise, the system 



3 Advanced Computing Platforms for Modern Power Systems 

46 
 

performance is seriously affected; 

 3) When the system has low bandwidth, its efficiency is very low in solving 

compute-intensive problems; and 

 4) The impact of unstable resources on grid system increases with increase in the problem 

scale. 

3.4.6 Evaluating the Improved Economic-based Scheduling Framework 

in Large-Scale Grid Systems 

World Wide Grid (WWG) is a widely used test bed for grid computing and peer-to-peer 

computing research. WWG includes multiple heterogeneous computational resources around 

the world [95]. In this research, resources of WWG are created in GridSim 2.0. 

 For simulating concurrent power system applications, 15 Monte-Carlo probabilistic power 

flow calculations are assumed. Although the probabilistic power flow analysis is used here as 

an example, the scheduling framework can be used for various kinds of applications. The 

power flow calculations are divided into two classes: normal applications and emergency 

applications. Each application consists of several divided jobs and average running time as 

shown in Table 3-5. There are totally 200 jobs, 43 jobs of which are belong to 4 emergency 

applications (denoted as E) while 157 jobs are belong to 11 normal applications (denoted as N).  

 In the following experiments, different deadlines and budgets are assigned to the 

applications. The unit of the deadline is grid second(s) and the unit of the budget is grid dollar 

(G$) [86]. In the practical grid system, grid second and grid dollar can easily be mapped to 

time and money under real situations. In my study, the time required to process all jobs of an 

application in parallel, given the fastest resource is the highest priority, is defined as Tfast; the 

cost of processing all jobs of an application, given the cheapest resource is the highest priority, 

is defined as Ccheap. The economic-based grid scheduling framework is then evaluated in three 

aspects: feasible jobs, application execution time and application cost. 



3 Advanced Computing Platforms for Modern Power Systems 

47 
 

 

1) Feasible Jobs 

Feasible jobs of the 15 scheduled applications are first compared under Buyya’s 

framework and the improved framework proposed in this research that considers job priority. 

The cost-optimization strategy is selected as an example. In the test case, deadline of each 

application varies from Tfast to 5Tfast, in steps of Tfast/5, and budget of each application varies 

from Ccheap to 5Ccheap, in steps of Ccheap/5. The results for normal jobs with two different 

frameworks are as shown in Fig. 3-12 and Fig. 3-13; while the results for emergency jobs are 

in Fig. 3-13Fig. 3-14 and Fig. 3-15. 

 

Table 3-5. Configuration of Concurrent Monte-Carlo Probabilistic Power Flow Analysis 

Application Name Number of Jobs Average Running Time of 

Each Job (s) 

Type 

App1 15 25 N 

App2 15 25 E 

App3 10 30 E 

App4 10 30 N 

App5 20 35 N 

App6 25 35 N 

App7 30 45 N 

App8 5 45 N 

App9 10 10 E 

App10 5 15 N 

App11 20 30 N 

App12 8 15 N 

App13 8 15 E 

App14 10 30 N 

App15 9 20 N 
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Fig. 3-12. Number of feasible normal jobs of cost-optimization algorithm with Buyya’s algorithm 

 

 

Fig. 3-13. Number of feasible normal jobs of cost-optimization algorithm with improved algorithm 
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Fig. 3-14. Number of feasible emergency jobs of cost-optimization algorithm with Buyya’s algorithm 

 

 

Fig. 3-15. Number of feasible emergency jobs of cost-optimization algorithm with improved algorithm 

 

The results show that the number of feasible jobs increases gradually along with the 

deadline and budgets become larger and larger. But in my proposed algorithm, emergency 

applications can be satisfied even when the deadline and budget of the applications are tight. 

And even if the algorithm satisfies the requirements of emergency applications first, the 

change of the number of feasible jobs of normal applications is nearly the same as Buyya’s 

algorithm. For the time-optimization algorithm also, the situation is similar. 

The feasible job optimization shows the advantage in respect of feasible jobs. Fig. 3-13 
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shows comparison of feasible jobs execution with feasible job optimization algorithm and 

time-optimization algorithm. The slope of the right surface is larger than the left surface. This 

means that generally the feasible job optimization algorithm can process more jobs than the 

time-optimization algorithm, with a given deadline and budget. 

2) Application Execution Time 

Fig. 3-16 shows comparison of execution time of cost-optimization algorithm and 

time-optimization algorithm under the scenario of deadline and budget of each application 

being Tfast*2 and Ccheap*2, respectively. In Buyya’s framework, the emergency applications 

cannot be completed under this configuration (see the arrow in Fig. 3-14). In the proposed 

framework, those applications are feasible. And it can be seen that execution time is 

significantly reduced by the time-optimization algorithm. 

 

 

Fig. 3-16. Comparison of application execution time of cost-optimization algorithm and 

time-optimization algorithm 

 

3) Application Cost 

Fig. 3-17 shows comparison of execution cost of cost-optimization algorithm and 

time-optimization algorithm when deadline and budget of each emergency application are 

Tfast*2 and Ccheap*2, respectively.  The results show the execution cost is significantly reduced 

by the cost-optimization algorithm.  
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Fig. 3-17. Comparison of application cost of cost-optimization algorithm and time-optimization 

algorithm 

3.5 Cloud Computing Platform for Future’s Power Systems 

3.5.1 Cloud Data Centre for Smart Grid 

The development of smart grid requires integrating various kinds of new technologies in 

different domains. It is quite meaningful to construct a new IT platform for smart grid to 

deliver data sharing and high performance computing services. As a new technology trend, 

cloud computing provides an ideal solution. The cloud computing is proposed in the early of 

21
th
 century and draws lots of attention around the world rapidly. Cloud computing can provide 

various kinds of services (computing power, storage devices, developing platform, software, 

etc.) in a platform-level and Internet-scale pattern. Literatures [96-98] give the comprehensive 

introduction of cloud computing.  

Physically, the core component of cloud computing is the data center, which houses the 

physical IT equipment to deliver services to end users. Currently, the large cloud service 

providers, such as Google and Amazon, are backed up with multiple data centers scattered 

around the world, while each data center is equipped with hundreds to thousands of servers. 

For example, Google now has more than ten data centers located in some cities of USA, Hong 

Kong, Tai Wan and Singapore [99]. Fig. 3-18 shows a snapshot of Google’s data center.  
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Fig. 3-18. Snapshot of Google’s data center 
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Fig. 3-19.Cloud data center conceptual model for smart grid 
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In this research, a conceptual cloud data center model for smart grid is proposed, as shown 

in Fig. 3-19. More than one data center can be constructed. The data centers are connected by 

Internet. While each data center is equipped with high performance servers and storage devices, 

it can also lease resources and other kinds of services from the third-party public cloud service 

providers as necessary. As a virtualized platform, the data centers can integrate the mass data 

produced by various sources of smart grid, and deliver different kinds of services to the 

different participants of smart grid. 

In cloud computing domain, the services provided by data center are classified into 3 

layers: infrastructure as service (IaaS), platform as service (PaaS), and software as service 

(SaaS). In this research, the conception of power cloud data center (PCDC) is proposed to 

aggregate the distributed information resources such as data storage facility, computational 

resource, software, etc., and deliver the web-based services to different power market 

participants, which is depicted in Fig. 3-20.  

 

 

 

In the proposed conceptual model, the power cloud data centers also provide these 3-layer 

services to users. The structure of the proposed conceptual model of PCDC is highly 

decentralized and distributed, where the underlying information resources are scattered in the 

grid. Note that this structure is different with the state-of-the-art public cloud computing 

platforms, such as Google Cloud Engine or Amazon Elastic Cloud (EC2). Those platforms are 
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Fig. 3-20. Service model of cloud computing 
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also decentralized and backed up by multiple geographically distributed data centers. In each 

data center, hundreds to thousands servers are hosted and connected by local area network 

(LAN) [100]. However, in PCDC, the large numbers of information resources are more 

decentralized and cannot be connected by LAN, but pure Internet. This is corresponding to the 

physical topology of power system, by which the information resources are inherently highly 

distributed. The role of PCDC is thus to aggregate and manage those resources and provide 

web-based service interface to users. Such aggregating process can be achieved by the mature 

grid computing technology (e.g., by use of the well-known middleware ‘Globus’ [50]). 

The aggregated physical information resources are virtualized to form a virtualized 

resource pool by PCDC. PCDC then delivers the virtualized resources (such as data, 

computational resource, storage disk, software, etc.) to different users as services. The 

web-based service interface can be implemented according to the web service standard.  

PCDC can also utilize the third-party public cloud computing platforms as complement. 

For example, some non-sensitive data can be stored in Google BigQuery [101] to benefit from 

the fast data storage & retrieving. The load balancer of the power cloud data center can also 

dispatch the computational tasks among the leased third-party resources and the virtualized 

resource pool.  

3.5.2 Cloud Computing-based Information Infrastructure 

Based on the conceptual model of PCDC, the global picture of the cloud-based information 

infrastructure for next-generation power system is depicted in Fig. 3-21. The information 

physical resources are built on top of the power infrastructure. The information physical 

resources include data storage facilities, computing resources, database system, software, etc. 

Those resources are physically distributed and may be located in different organizations, such 

as control centers and substations. The various kinds of online/offline data of the power 

infrastructure are collected by the sensors and are stored in the physical information resources 

either locally or remotely. 
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Fig. 3-21. Cloud computing infrastructure for smart grid 

 

The physical information resources are named and addressed by IP-based network 

(normally Internet). They are aggregated by the grid computing technology, and virtualized and 

managed by the PCDCs. Since power grid is a large interconnected networked system and the 

information resources are scattered in the large-scale grid, in practical implementations, 

multiple PCDCs can be constructed and each of them covers a certain scope of information 

resources. The information resources are virtualized by the virtual machine manager (VMM) 

of PCDCs and form a virtualized resource pool. On the top layer of the information 

infrastructure is the service interface, through which the IaaS, PaaS and SaaS levels of services 

are delivered by PCDCs. By retrieving data and applying for virtualized resources, different 

power system applications can be developed by different market participants.  

The cloud computing middleware such as FI-WIRE [102] can be utilized to construct the 

proposed infrastructure. The cloud middleware provides the mechanisms to support resource 

virtualization & management, and Internet-scale service delivery. 

3.5.3 Characteristics of the Infrastructure Model 

In this section, the main characteristics of the proposed conceptual model are introduced as 

follows. 

1) Infrastructure as Service (IaaS) 
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The power cloud data center can directly provide the virtualized computing resources and 

data storage resources to the end users. Here, the resources are virtualized by utilizing the 

hardware virtualization technology, which is one important technology in the cloud computing 

domain. The main idea of hardware virtualizing technology is to create logic server images 

based on the physical hardware to allow users easily access and use the heterogeneous 

resources in a uniform way. The virtualization technology adds a software layer on top of the 

physical hardware, which is called virtual machine monitor (VMM). Based on the VMM, the 

multiple virtualized server images are created, while each server has its own operating system 

and software stack. The VMM is responsible for mapping the virtualized images to the 

underlying hardware.  

Different actors of smart grid can apply and operate the virtualized computing power and 

storage devices simply through the web-based interface to satisfy their own needs. For 

example, the transmission system operator can apply the virtualized high performance Linux 

cluster to perform the long term transmission network planning analysis; the wind farm 

operator can apply the storage disks to store the historical wind speed information; the 

independent system operator (ISO) can apply the computing power to support online security 

assessment and control; the smart grid academic researchers can apply the computing power to 

perform large scale scientific simulations, etc. 

2) Platform as Service (PaaS) 

In addition to deliver the virtualized physical resources to users directly, the power cloud 

data center can deliver the development platform as the service to allow users develop and 

deploy smart grid applications through the web browser. The PaaS-level service mainly refers 

to the programming model, development toolkits and the deploy framework. By utilizing the 

PaaS-level service, different users can develop their specific applications and deploy them into 

the data center directly.  

Compared with migrating the locally developed application into the virtualized resources 

applied by IaaS, it is much easier for users to utilize the development toolkits and deploy 

framework to develop cloud-enabled applications. Users do not need to care about the issues 

such as compilation and server load balancing, which is handled by the data center in the 
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background. 

3) Software as Service (SaaS) 

In addition to deliver the virtualized resources and development platform as service, 

power cloud data center can deliver SaaS-level service to users, which means that the various 

kinds of software can be published by the data center and users can access the software 

through web browser. The software could be the developed applications by utilizing the 

PaaS-level service, which are deployed as the web-based applications to allow other users 

access; or it can be the legacy programs or software which are encapsulated as web-based 

applications. For example, the a academic researcher can develop a wind speed forecast 

application by utilizing PaaS and deploy it as online service, and then the win farm operator 

can retrieve the historical wind speed data through data center and  access the online wind 

forecast service to do the wind speed forecasting. 

4) Distributed Data Management and Parallel Processing 

The mass data produced from various data sources in smart grid is uploaded to the data 

centers through the optical fiber network. Such uploading can follow different strategies. For 

example, the data sources can transfer the data to multiple data centers, or just transfer it to its 

nearest data center to improve the transfer efficiency. In the data centers, distributed data 

structures and some kind of data management algorithms are utilized to support the fast data 

retrieving, system robustness and large scale data-intensive applications. The distribution of 

the data management means that there could be multiple replicas of one data set scattered on 

different data storage nodes or different data centers. Such distributed data management allows 

for fast retrieval of information. For example, when a user acquires a data set, the data transfer 

connection can be established between the user and his nearest data replica.  

One important requirement of smart grid operation is fast mass data analysis. Many 

analyses are based on the continuous data flow and can be real-time application. The 

virtualized computing resources provided by the cloud data center can support parallel data 

analysis and simulation easily. The virtualized resources are configured with different 

operating systems and software stacks to meet the needs of different computing tasks. 

Furthermore, unlike traditional parallel computing, the parallel analysis provided by cloud 
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computing is elastic and scalable. This means users can apply as many resources to do the 

analysis as they need, and the size of the resources can be dynamically extended or reduced. 

5) Robustness and Fault Tolerance 

The reliability of the data center is a crucial condition. In addition to upgrade the 

performance and reliability of the physical equipment of the data centers, such reliability can 

be ensured by the distributed data management and hardware virtualization technology.  

The multiple replicas of the data set improve the system robustness. Considering some 

analysis is performed on a given data set, if there is some hardware failures occurs, the analysis 

can be migrated to the storage nodes which store the replicas of the data set. On the other hand, 

the utilizing of the hardware virtualization technology makes the virtualized machine migrating 

become very easy. Because of the loose coupling between the virtualized images and the 

hardware, once the hardware failure occurs, VMM can re-map the image to other physical 

nodes. 

6) Pay on Demand Pattern 

In cloud computing domain, a notable feature is the so called ‘pay-on-demand’ computing 

mode, which implies users can apply the resources as they need, and finally pay for the service 

provider according to the amount of the resources they used. For the proposed power cloud 

data center, it is obviously that the capital investment and operation cost will be very high. 

Such cost can be shared by the users of the data center following the ‘pay-on-demand’ mode.  

For the investors of the data center, they can get the cost back by leasing the resources and 

providing the services; for the different data center users (such as the retailer, wholesaler, 

transmission system operator, etc.), they do need to buy the expensive IT equipment and 

software, and just need to pay for the data center investor according to their usage. 

3.5.4 IaaS-based Application in Power Systems 

This section illustrates how power system applications can be built based on the layered IaaS 

service model of cloud computing technology mentioned in Section 3.5.3.  

 Different power market participants and power researchers can significantly benefit from 

the IaaS service provided by the PCDCs. They can apply for the virtualized data storage and 



3 Advanced Computing Platforms for Modern Power Systems 

59 
 

computing devices, and operate them just as local devices. Taking the Amazon EC2 [103] as an 

example, as the largest public IaaS service provider, Amazon EC2 provides a resizable 

compute capacity in the cloud side. Users can easily obtain the virtual machines with various 

kinds of operating systems and custom software configurations, and then run the virtual 

machine instances as they desired. Amazon EC2 provides various kinds of virtual machines, 

including standard instance, high-memory instance, high-CPU instance, and cluster compute 

instance, etc. For example, Fig. 3-22 shows the configuration information of an online created 

8-core cluster compute instance. 

 

 

Performing high performance computing in those virtualized compute instances is the 

same as that in the physical computing devices. Some batch management systems such as 

OpenPBS [104] or Condor [105] can be installed to manage the task queue and the parallel 

programming models such as MPICH [106] can be utilized to develop the applications. Some 

examples of applying such techniques in power system applications can be found in literature 

[107-109]. 

 

Fig. 3-22. Configuration profile of an 8-core cluster compute instance 
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3.5.5 PaaS & SaaS-based Application in Power Systems 

This section demonstrates how to build a dynamic security assessment (DSA) application 

according to the layered PaaS and SaaS service models of cloud computing, which utilizes 

Goole Application Engine (GAE) tool.  

1) Google Application Engine 

GAE [110] is a cloud service that can provide an integrated framework for users to 

develop and deploy scalable web applications directly on Google’s infrastructure, rather than 

plain access to the physical hardware. Users only need to focus on the logic of the applications 

while GAE automatically handles the common issues such as load balancing, server 

environment set up and maintaining. Fig. 3-23 shows the architecture of the GAE. 
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Fig. 3-23. Architecture of Google App Engine [111] 

 

Basically, every request is handled firstly by the App frontends, and then the App 

frontends read the configuration information of the application and dispatch it to an application 

server according to a certain load balancing mechanism. The application then starts and runs in 

the application server.  

Currently, GAE provides the configuration and deploy framework for two programming 

languages: Java and Python. In this research, the simulation program is developed by Java and 

the development environment is Eclipse 3.7 [112], which integrates the Google App Engine 

plug-ins. 
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2) Pattern Discovery based Dynamic Security Assessment 

Literature [ 113 ] applied a pattern discovery (PD) algorithm on dynamic security 

assessment (DSA). PD accepts n-dimension data points as the training data, and partitions each 

dimension into several segments. By combining the partitions segments of each dimension, 

multiple hyper rectangles are identified in the data space, which are called events. Some events 

might be recursively partitioned. The hyper rectangles where the numbers of data points they 

contained are statistical meaningful are called patterns. Each pattern is labeled as 

secure/insecure according the percentage of the secure training data points it contains. After 

discovering the patterns, each online operating point can be assessed to be secure or insecure. 

3) Parallel Framework of PD-based DSA application 

Although PD can provide high accurate assessment results [113], one performance 

bottleneck of PD is that when the dimension is high, the recursive process might be very 

time-consuming. Imaging a 20 dimension data space where each dimension will be divided 

into 2 segments during the partition, 2
20

 events will be formed. PD then needs to check the 2
20

 

events one by one to see whether it should be further portioned. If so, then repeats the partition 

process on the sub space covered by that event. If there are too many events need to be 

recursive partitioned, the total execution time will become very large. Therefore, it is necessary 

to design some parallel mechanism to improve the performance of PD. On the other hand, it is 

desirable to publish the program as an online service, so that engineers can access it when they 

want to assess the OPs. Therefore, GAE is the idle choice.  

The parallel strategy here is to share the event checking task with multiple processes. The 

master process starts multiple processes to conduct the event checking and recursive partition 

task. Meanwhile, each process checks part of the events and send the result back to master. The 

whole parallel framework is shown in Fig. 3-24.  
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Fig. 3-24. Parallel framework of pattern discovery process 

 

The training data is stored in the data store of GAE, which is a persistence database 

storing the data shared by all application instances. The master application reads the tanning 

data to do partition, and forms the event list. Then the master stores the information of the 

events into data store, and sends n HTTP requests to slave application, where each request 

encapsulates start and end indexes of the events to be processed. For every HTTP request, 

GAE starts and manages an instance of the slave application automatically. That instance reads 

the training data from data store, extracts the event indexes from the HTTP request, and do the 

checking & recursive partition. Finally, each slave updates the event information in data store 

and sends HTTP response back to the master. 

4) Case Studies and Results 

Firstly, a transient stability database is artificially generated as the training database. 

Totally 6,000 different OPs are simulated and the time-domain simulations are performed on 

the OPs under various disturbances. According to the time-domain simulation result, the OPs 

are labeled as secure or insecure. Then, 20 critical features are selected by employing the 

RELI-FF algorithm [114]. Afterwards, the PD algorithm is employed to discover patterns in 

the 20-dimension data space. The experiments were repeated 15 times on GAE by increasing 

the number of the parallel slave instances, and observe the computation time and network 

overhead shown in Fig. 3-25. 
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It can be seen that the computation time is dramatically reduced along with the increase of 

parallel jobs, while there exist a little overhead, about 6-10 seconds. Those overheads are 

mainly incurred by starting the instances, TCP communications, and database access.  

The performance of the cloud-based PD and single PC-based PD is compared by setting 

the number of the slave instance of the cloud-enabled PD to be 10 and varying the number of 

dimensions from 10 to 20. The single PC-based PD is performed on a 64-bit, Dual CPU DELL 

PC, with Windows 7 operation system. The computation time comparison and the 

corresponding network overheads of the cloud-based PD are shown in Fig. 3-26. It can be seen 

that when the data dimension increases, cloud-based PD shows significantly better 

performance than the single PC-based PD. 

 

 

 

Fig. 3-25. The computation time (left) and network overhead (right) of PD on GAE 

 
Fig. 3-26. The computation time comparison between the single PC-based PD and the 

cloud-based PD 
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When the data dimension is 2 or 3, the pattern discovery results can be visualized. Fig. 

3-27 shows the patterns discovered on the 6, OPs with 3 selected critical features. Each 

rectangle represents a pattern. The technique guide of developing and publishing the web 

applications through GAE can be referred to [115]. 

 

Fig. 3-27. PD demonstration on 3-dimension data space 

3.6 Summary 

This chapter summarized the computational platforms that will meet the needs of power 

system analysis, operation, and control, both today and in the future. In the following chapter, a 

computational intelligence based framework for one of the most essential power system 

computation tasks— optimal power flow, will be introduced.  
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4.1 Introduction 

Optimal power flow (OPF) is an essential component of power system operations. With 

increasing renewable energy connected to the grid, the challenges for OPF calculations have 

grown rapidly. It is desirable to have highly efficient and flexible OPF calculation capability 

with the system operator in order to better dispatch the system in connection with the increased 

renewable energy resources.  

In real-world OPF problems, many practical operational constraints such as prohibited 

operating zones (POZ) and valve-point effects need to be considered. These problems are very 

difficult for conventional optimization methods to handle. Discrete control variables such as 

tap settings of the adjustable transformer are another difficulty. Although a lot of powerful 

tools such as nonlinear programming (NLP), quadratic programming (QP), linear 

programming (LP), the Newton method, and the interior point method (IPM)  [116, 117] 

have been used for OPF computations, some of the practical operational constraints have been 

either ignored or simplified in most previous studies. 

In this chapter, a multi-constrained OPF (MCOPF) problem will be proposed and solved 

with advanced differential evolution algorithms. This problem considers discrete control 

variables, as well as several practical constraints including transient stability constraints, 

valve-point effects, POZ of generators, and branch flow thermal constraints. Moreover, cloud 

computing techniques will be utilized for the parallelized optimization of this MCOPF problem, 

followed by simulation cases to demonstrate the practicability of the proposed approaches. 

4.2 Traditional Optimal Power Flow 

4.2.1 Formulation of OPF 

Currently, basic OPF problem is mathematically described as a nonlinear programming 

problem which aims to minimize an objective function while satisfying a serial of equality and 

inequality constraints. 

Minimize          )( xu,f                                       (4.1) 
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  Subject to         0)( xu,g                                    (4.2)

0)( xu,h                                    (4.3) 

where u  is the vector of control variables of the system, x  is the vector of dependent 

variables of the system. Objective function f  may be system generating fuel cost, available 

transfer capability etc. Equality and inequality constraints (4.2) and (4.3) are system physical 

and operational constraints. 

4.2.2 Optimization Techniques 

As an alternative to conventional mathematical approaches, modern heuristic optimization 

techniques such as evolutionary algorithms (EAs), evolutionary programming (EP), and etc. 

[118] have been employed due to their ability to find almost globally optimal solutions. 

 Differential evolution (DE) algorithm, as a new branch of EA, proposed by Storn and 

Price [119], has received increasing attention recently. Studies have shown that DE is simpler, 

more efficient, and robust than other EAs in many benchmark problems [120]. Meanwhile, it 

can inherently perform in parallel, so as to obtain both computational speed and performance 

improvements [121]. There have been studies on the use of DE in power system applications 

[122-123, 69]. In [69], DE is used to solve transient-stability constrained OPF (TSOPF) with 

superior performance compared with other approaches. However, discrete control variables 

and practical constraints such as POZ and valve-point effects of generating units have not been 

considered.  

 Besides, in conventional DE, an appropriate trial vector generation strategy and its 

associated control parameters, which significantly affect optimization, have to be 

pre-determined through a time-consuming trial-and-error search process. Besides, the selected 

strategy may still not be the most effective one throughout the evolution process because DE 

population may move to different searching areas where other strategies may perform better. 

This problem is more serious in highly-constrained optimization problems such as 

multi-constrained OPF (MCOPF) with discrete control variables and the practical constraints 

discussed above. To solve the nonlinear, non-convex, discrete and non-differentiable MCOPF 
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problem, more advanced algorithms are needed. 

 In this chapter, a self-adaptive DE (SaDE) [124] based approach is introduced to address 

limitations of the conventional DE in solving the MCOPF problem. SaDE determines the 

generation strategy and its associated control parameters values self-adaptively, learning from 

experience in producing improved solutions. Its performance has been validated on many 

benchmark problems. 

4.3 Practical Operation Constraints 

4.3.1 Generator Valve Point Effects 

A fuel cost function is obtained based on a ripple curve for more accurate modeling. This curve 

contains higher order nonlinearity and discontinuity due to valve-point effects and can be 

refined by a sine function [125]. Therefore, f is accurately represented as, 

  2 min
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where, 
ia , 

ib , 
ic  are the cost coefficients of unit i; 
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valve-point effects. 

4.3.2 Generator Prohibited Operating Zones 

For convenience, unit generation output is usually assumed to have been adjusted smoothly. 

Practically, units may have some prohibited operating zones (POZs) in the input-output curve 

due to steam valve operation or vibration in a shaft bearing. Adjusting output 
giP  of a unit must 

avoid operations in these POZs. Therefore, feasible operating zones of unit i can be described as, 
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4.3.3 Transformer Discrete Control Region 

Transformer taps should be adjusted step-by-step to ensure bus voltage is within allowable 

limits. The region of transformer tap settings, regarded as discrete control variables in this 

MCOPF model, is shown as, 

 min max, , , , , 1,2,...,i i k i tT T T T i N                                     (4.6) 

4.3.4 Thermal Constraints 

  max, , , 1,2,...,i i lS V T S i N                                           (4.7) 

where, ziN is the total number of POZs of generator i; ,

l

gi jP  and ,

u

gi jP  are lower and upper 

bounds of jth POZ of generator i; lN is the total number of branches; iS  is the apparent power 

flow in branch i;
min

giP , 
max

giP , 
min

giQ , 
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giQ , 
min

giV , 
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giV , min

iT , max

iT , min

diV , max

diV , and max

iS are 

the corresponding lower and upper limits of these variables. 

4.3.5 Transient Stability Constraints 

The power system under transient conditions can be described by a set of 

differential-algebraic equations [126] referred to as “swing equations” corresponding to 

machine rotors. In this model, the swing equations denoted here are, 
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where, iM is the moment of inertia of generator i; i is the  rotor angular speed of generator 

i; miP and eiP are the mechanical power input and electrical power output of generator i, 

respectively; and iPAC is the accelerating power of generator i. 

 Meanwhile, the transient energy function (TEF) of a power system is described as:  

2

1
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i ii
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                           (4.10) 

TEF KE PE                                                    (4.11) 
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where, i is the rotor angle of generator i and SEP

i is the rotor angle of post-fault system stable 

equilibrium point; P

iPAC is the accelerating power of the post-fault systems; KE is the system 

kinetic energy, PE is the system potential energy, and TEF should be their sum according to 

the transient energy function (TEF) theory [127]. If a system is stable after a contingency, KE 

and PE are both positive and keep confined by TEF; otherwise, KE increases and PE drops 

rapidly. Therefore, the constraint in Eq. (4.11) can be used to determine the system operating 

transient stable condition. 

 Consideration of transient stability constraints in the OPF problems has become 

increasingly imperative [128]. It is very difficult to solve even for small power systems 

because transient stability is a dynamic concept and differential equations are involved. The 

existing approaches [129-132] are mainly to convert the differential equations into equivalent 

algebraic equations as inequality constraints; and then reformulate the OPF problem as an 

algebraic one that can be solved by conventional optimization techniques. However, these 

methods may introduce errors due to the approximation process, and some time may 

experience convergence problems because of the high dimensions of the reformulated 

problems. 

4.4 Proposed Multi-Constrained OPF Model 

4.4.1 Formulation of MCOPF 

The MCOPF problem can be formulated as, 

 
,

. , ,Min f
c d

c d
u u

u u x                                                       (4.12) 

 . . , , 0s t g c du u x                                                     (4.13) 

 , , 0h c du u x                                                     (4.14) 

   , , , ,KE TEFc d c du u x u u x  
                                          (4.15) 

where uc and ud 
are vectors of continuous and discrete control variables, respectively; x is the 

vector of dependent variables; f is the objective function; g and h are vectors of functions, 
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which model equality and inequality constraints respectively; KE and TEF are system kinetic 

energy and transient energy functions, respectively, calculated through transient stability 

analysis. In this research,
c

u ,
du , and x can be expressed as, 

2 1,..., , ,...,
g g

T

g gN g gNP P V V 
 cu

                                        (4.16) 

1,..., t

T

d NT T   u
                                                   (4.17) 

1 1 2 1 1, ,..., , ,..., , ,..., , ,...,
pq g pq g

T

g d dN g gN d dN g gNP V V Q Q    
 

x                   (4.18) 

where, Ng is the total number of units (unit 1 is the slack unit); Nt is the total number of 

adjustable transformers; Npq 
is the total number of PQ-buses; Pgi and Qgi are active and reactive 

power output of unit i; Vgi, gi and Vdi, di 
are voltage magnitudes and angles of unit i and 

PQ-bus i, respectively; and Ti is the tap setting of adjustable transformer i. 

1) Objective Function 

In this research, the objective of MCOPF is to minimize the total fuel cost of generation units. 

A fuel cost function is obtained based on a ripple curve for more accurate modeling. This curve 

contains higher order nonlinearity and discontinuity due to valve-point effects and can be 

refined by a sine function [125]. Therefore, f is accurately represented as, 

  2 min

1
sin

gN

i gi i gi i i i gi gii
f a P b P c w e P P



     
                           (4.19) 

where, 
ia , 

ib , 
ic  are the cost coefficients of unit i; 

iw  and 
ie  are constants of its 

valve-point effects. 

2) Equality constraints 

Equality constraints are the nonlinear power flow equations, 
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                               (4.20) 

where, N is the total number of all buses; Pdi and Qdi are active and reactive power loads of bus i; 

ji means bus j is connected with bus i; Pij and Qij are active and reactive power output between 

buses i and j; V, and T are vectors of voltage magnitude, voltage angle, and transformer tap, 

respectively. 

3) Inequality Constraints 
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a) Generator constraints 

(i)  Active power output limits considering POZs 

For convenience, unit generation output is usually assumed to have been adjusted smoothly. 

Practically, units may have some prohibited operating zones (POZs) in the input-output curve 

due to steam valve operation or vibration in a shaft bearing. Adjusting output 
giP  of a unit must 

avoid operations in these POZs. Therefore, feasible operating zones of unit i can be described as, 

min

,1

, 1 ,

max

,

1,2,...,
,
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gu l

gi j gi gi j
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u
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                                  (4.21) 

(ii)  Reactive power output limits 

min max , 1,2,...,gi gi gi gQ Q Q i N                                      (4.22) 

(iii) Voltage limits 

min max , 1,2,...,gi gi gi gV V V i N                                       (4.23) 

b) Transformer constraints 

Transformer taps should be adjusted step-by-step to ensure bus voltage is within allowable 

limits. The region of transformer tap settings, regarded as discrete control variables in this 

MCOPF model, is shown as, 

 min max, , , , , 1,2,...,i i k i tT T T T i N                                           (4.24) 

c) PQ-bus voltage constraints 

min max , 1,2,...,di di di pqV V V i N                                                     (4.25) 

d) Transmission line flow thermal constraints 

  max, , , 1,2,...,i i lS V T S i N                                                    (4.26) 

where, 
ziN is the total number of POZs of generator i; ,

l

gi jP  and ,

u

gi jP  are lower and upper 

bounds of jth POZ of generator i; lN is the total number of branches; iS  is the apparent power 

flow in branch i; min

giP , max

giP , min

giQ , max

giQ , min

giV , max

giV , min

iT , max

iT , min

diV , max

diV , and max

iS are 

the corresponding lower and upper limits of these variables. 

4) Transient Stability Constraints 
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The power system under transient conditions can be described by a set of 

differential-algebraic equations [126] referred to as “swing equations” corresponding to 

machine rotors. In this model, the swing equations denoted here are, 

i
i i mi ei COI i

T

M
M P P P PAC

M
                                          (4.27) 
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where, 
iM is the moment of inertia of generator i; 

i is the rotor angular speed of generator i;
miP

and
eiP are the mechanical power input and electrical power output of generator i, respectively; 

and
iPAC is the accelerating power of generator i. 

Meanwhile, the transient energy function (TEF) of a power system is described as:  
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                          (4.29) 

TEF KE PE                                                  (4.30) 

where, 
i is the rotor angle of generator i and SEP

i is the rotor angle of post-fault system stable 

equilibrium point; P

iPAC is the accelerating power of the post-fault systems; KE is the system 

kinetic energy, PE is the system potential energy, and TEF should be their sum according to the 

transient energy function (TEF) theory [127].  

Fig. 4-1 and Fig. 4-2 illustrate the variation of KE, PE, and TEF along typical stable and 

unstable trajectories respectively. It is obviously that if a system is stable after a contingency, KE 

and PE are both positive and keep confined by TEF; otherwise, KE increases and PE drops 

rapidly. Therefore, the constraint in Eq. (4.15) can be used to determine the system operating 

transient stable condition. 
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Fig. 4-1. Variation of KE, PE, and TEF along a stable trajectory 

 

 

Fig. 4-2. Variation of KE, PE, and TEF along an unstable trajectory 
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4.4.2 Handling of Discrete Variables 

As introduced in Section 4.4.1, the control variables transformer tap settings are discrete 

variables. During the optimization process, some measures have to be taken here to handle this. 

In this research, a heuristic approach is proposed which is able to cope with these discrete control 

variables in large-scale OPF computations. Specifically, this approach works as follows: 

1) Firstly, the discrete variables are treated as continuous and a relaxed solution is 

computed by a classical OPF; 

2) Then, an iterative procedure is applied which at each iteration moves, according to 

some rules, a subset of discrete variables (and all discrete variables that have 

continuous values) to one of their closest upper or lower discrete values; then an OPF 

computation is launched to re-optimize the continuous variables only; 

3) Finally, the iterative procedure is terminated once a feasible solution is found whose 

integrity gap is sufficiently small or when no significant improvement of the objective 

is observed with respect to the previous iteration. 

4.4.3 Fitness Evaluation Function 

In MCOPF model, for each individual a power flow calculation is performed and a fitness value 

iF  is assigned to measure the quality of the individual. Violations of feasible regions are 

considered as punishments in the fitness function (4.31). 

 1/i i V Vi Q Qi BF BFi PS PSF f K F K F K F K F    
 
                          (4.31) 
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                                    (4.33) 
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1
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BFi ij j jj
F S S S


  
                                          (4.34) 

   lim max min/PS slack slack slack slackF P P P P                                         (4.35) 

where, 
ViF , 

QiF , 
BFiF  are sums of violations of PQ-bus voltage limitations, generator reactive 

power output limitations, branch flow limitations of individual i respectively; PSF  is sum of 
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violation of active power limitation of the slack bus; 
VK , 

QK , 
BFK  and 

PSK are the 

corresponding penalty coefficients of each violation punishment; and lim

jV , lim

jQ , and lim

slackP  are 

the violated upper or lower limits of voltage of PQ-bus j, reactive power output of unit j, and 

active power output of slack bus, respectively.  

 In this research,
VK , 

QK , 
BFK , and 

PSK of Gth generation are dynamically set according 

to, 

         min max min max/V Q BF PSK G K G K G K G K G K K G                 (4.36) 

where, Gmax is the maximum number of generations, Kmin 
and Kmax 

are set to 0.005 and 1.0, 

respectively. Each individual is assigned an index “feasible” to record whether it is feasible. If 

any of 
ViF , 

QiF , 
BFiF , and 

PSiF  exceeds violation tolerance (set as 0.0001 here), individual i is 

considered unfeasible, i.e. assigns feasible as “NO”; otherwise, feasible is set to “YES”. 

4.4.4 Transient Stability Assessment 

To satisfy transient stability constraints in MCOPF, each individual is also assigned an index 

“stable” to show if the system is transient stable under current system configuration defined by 

this individual. “stable” is calculated through a transient stability assessment (TSA) using a 

hybrid method which combines time simulation trial-and-error methods with TEF theory 

presented in Section 4.3.5 which makes TSA more practical to consider detailed system models 

[133]. Thus, a hybrid assessment procedure is developed as follows: 

(a) Perform a time-domain simulation till the contingency is cleared; and calculate the 

value of TEF at this moment and denote it as clTEF ; 

(b) Continue the time-domain simulation in Step (1). At each time step, calculate KE of 

the system, if KE surpassed the boundary of clTEF , assign stable as “NO”, and stop the 

simulation; 

(c) Otherwise, if the predefined simulation period reached and KE is still bounded within 

the value of clTEF , assign stable as “YES”. 

Besides, when a short circuit fault is cleared by disconnecting the faulted branch line, the 
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generators that have accelerated will decelerate and come back into synchronism with the rest of 

the system. If they do not, and the system becomes unstable, there is a risk of widespread 

blackouts and of mechanical damage to generators. Critical clearing time (CCT) is the maximum 

time interval by which the fault must be cleared in order to preserve the system stability and it 

can be determined with time domain simulation [127]. It is used as a transient stability index. 

4.5 Advanced Differential Evolution Algorithms for MCOPF 

4.5.1 Conventional Differential Evolution Algorithm 

DE is technically a population-based EA, which employs mutation and crossover operators as 

search mechanisms, and a selection operator to lead the search towards the most promising 

regions of the solution space. The basic principle of conventional DE is shown as follows: 

1) Strategy & Parameter Setup:  

To set up the reproduction strategy DE/x/y/z, the associated parameters NP, MF, CR, number 

of control variables D and generation times Gmax. 

2) Initialization:  

To initial a NP-size population of D-dimensional individual corresponding to: 

                               (4.37) 

where G is the number of generation and in this step G=0, , 1,2,...,j D ,  is 

the jth control variable of ith individual, and are the prescribed minimum and 

maximum bounds of jth control variable. Generally, discrete control variable is then rounded off 

to its nearest discrete value. 

3) Mutation:  

To generate mutant individuals vi of current generation with fixed MF and strategy (taking 

DE/rand/1/bin for instance here): 

                                         (4.38) 

where are randomly chosen and mutually different and also different 

( ) min max min
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from the current index i. 

4) Crossover:  

For each individual ui , an offspring individual u′I 
is generated by the predetermined CR: 

                             (4.39) 

where is a randomly chosen integer in [1, NP] to ensure that u′i,j 
will get at least one 

element from the mutation individual. 

5) Evaluation & Selection/Competition:  

Offspring individual u′i 
generated in Step 4 will compete with its parent individual ui 

by 

using the greedy selection criterion: 

                              (4.40) 

where is the objective function of evaluation and the condition means that 

is better than . 

6) Population Iteration & Termination:  

Once the new population is created, the processes of mutation, crossover and selection are 

repeated until the number of generations reaches the preset Gmax.. 

  

There exist many strategies for population reproduction resulting in different variants. Price 

and Storn proposed several DE strategies using the notation DE/x/y/z, where x, which is either a 

randomly chosen vector or the best vector of the current generation, is the vector to be mutated; 

y is the number of vectors used in the mutation; and z is the crossover method. The performance 

of DE depends on the selection of strategy and three critical control parameters: population size 

NP, mutation scaling factor MF, and crossover rate CR. NP is a user-specified parameter to 

address problems with different complexities; MF controls the amplification of differential 

variations; and CR controls the influence of parents. 

 Proper setting of the strategy and associated control parameters is crucial to the success of 

the algorithm [134]. To achieve this, a time-consuming trial-and-error search process needs to 
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be performed to select the strategy and the parameters settings which are then applied to the 

evolution process. However, the population may move through different regions of the search 

space during the evolution process, within which certain strategies and control parameters may 

be more suitable than others. A better mechanism for parameter selection is highly desirable. 

4.5.2 Self-Adaptive Differential Evolution Algorithm 

SaDE algorithm takes the self-adaptability of DE one step further by choosing reproduction 

strategies and the associated control parameters with a predefined constant learning period (LP) 

for each individual in the current generation. The main characteristics of SaDE are summarized 

as follows. 

1) Trial Vector Generation Strategy Adaptation 

A strategy candidate pool (SCPool) is used in SaDE. Let X denote the total number of 

strategies in the SCPool. Firstly, a success-failure memory (SF-Memory) is designed to store 

success and failure counts of each strategy in the pool after a certain number of LP generations. 

At the G
th
 generation (G = 1,2,…,Gmax), the total number of individuals generated by the x

th
 

strategy (x = 1,2,…,X), which can defeat its opponents and thus successfully enters the next 

generation, is recorded as , and this x
th
 strategy is called successful strategy; otherwise, for 

the failed individuals, the number is marked as . 

 After LP generations, there is a strategy probability value  for each strategy at the G
th
 

generation, calculated from its SF-Memory, for generating improved solutions, 

, , ,1
/

X

x G x G x Gx
SP N N


                                                  (4.41) 
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                              (4.42) 

and 0.01   is set to avoid a possible zero value of 
,x GN , which is the denominator in Eq. 

(4.41). 

 Besides, one strategy is chosen for each individual from the SCPool, according to
,x GSP . The 

stochastic universal selection method is used here for strategy selection. 

,x Gns

,x Gnf

,x GSP
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2) Control Parameter Adaptation 

Generally, population size NP relies on problem complexity (i.e. the larger the NP, the more 

robust will the search be, and higher will be the increase in computational cost); MF is often 

related to the speed of convergence; and CR is usually more problem-sensitive. Accordingly, 

SaDE adapts these control parameters as follows, 

a) Assumes NP as a predefined value due to its problem-dependent nature; 

b) MF for different individuals in a generation are different random values with normal 

distribution, mean of 0.5 and standard deviation 0.3, denoted as N(0.5,0.3); 

c) CR of different strategies for each individual in a generation are random values according 

to N(CRm,0.1), where CRm is initialized with 0.5 and is changed with its learning experience via 

CR-Memories, which are created to store CR values of successful strategies and the new CRm 

value of each strategy is the mean value of CR values in its CR-Memory. 

4.5.3 Opposition-based Differential Evolution Algorithm 

In this section, an Opposition-based DE algorithm is introduced based on Opposition-based 

Learning (OBL) method. OBL, introduced by Tizhoosh in 2005 [135], is a new concept in 

machine intelligence. Generally, evolutionary optimization methods often start with some 

random assumptions or guesses without any preliminary information on the direction of optimal 

solutions. The main concept behind OBL is to consider the opposite of an assumption or a guess. 

That is, by taking into account the opposite of an assumption, and compare it with the original 

assumption, we can increase our chances to find the solution faster. Of course the concept 

proposed in [135] was a general, high-level concept which can be utilized in specific 

optimization algorithms. And it has been proven to be an effective method to DE [136], Particle 

Swarm Optimization (PSO) [137] and other population-based algorithms in solving many 

optimization problems.  

 Opposition-based DE (ODE) is one of successful applications of OBL, which shows faster 

and more robust convergence than conventional DE by decreasing the distance from an 

unknown solution by comparing the candidate solution with its opposite and continuing with the 

better one. It utilizes the scheme of OBL for population initialization and new generation 
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production (generation jumping) to accelerate the convergence rate of conventional DE. The 

main characteristics of ODE, which are different from conventional DE, are summarized as 

follows. 

1) Definition of Opposite Point: 

Let  ,x a b be a real number. The opposite number x is defined as: 

x a b x                                                       (4.43) 

This definition can be extended to higher dimensions as follows: 

Let 
1 2( , ,..., )DP x x x be a point in a D-dimensional space, where

1 2, ,..., Dx x x R ,

 [ , ] 1,2,...,i i ix a b i D   . Then, the opposite point 
1 2( , ,..., )DP x x x is defined by its 

components:  

i i i i
x a b x                                                      (4.44) 

When evaluating a solution x to a given problem, simultaneously computing its opposite 

solution will provide another chance for finding a closer solution to the global optimum. Fig. 

4-3 illustrates the one-dimensional of solution x and its opposite solution x , in [a, b]. 

2) Opposition-based Population Initialization: 

By applying the definition of opposite point, the population initialization can be designed 

as: 

Let 
1 2( , ,..., )CU u u u be an initial randomly-generated population in a C-dimensional 

space (i.e. a candidate solution). Then the corresponding opposite population is 

1 2( , ,..., )nU u u u . Assume ( )f  is the fitness function used to measure the candidate’s fitness. 

If ( )f U is better than ( )f U , then update population U with U  as the initial population; 

otherwise keep the current population U . 

 

 

 

                          x                

 

Fig. 4-3. The one-dimensional presentation of solution x and the opposite solution x , in [a, b], where c 

is the center of the searching space, i.e., ( ) / 2c x x   

a x c b 



4 Multi-Constrained Optimal Power Flow 

82 
 

Hence, the current population and its opposite population are evaluated simultaneously to 

continue with the fitter one. This scheme obviously accelerates the convergence speed by 

starting with a better initial candidate solution. 

3) Opposition-based Generation Jumping: 

Another improvement to conventional DE, by ODE is the generation jumping based on a 

new checking variable called jumping rate Jr, which is constant value in the entire optimization. 

After generating a new population V  by mutation, crossover and evaluation & selection of DE 

as stated in Section 4.5.1, the parameter Jr determines the probability of whether the opposite 

population V  will be calculated and competed with the original populationV . Unlike the 

opposition-based population initialization, the generation jumping happens dynamically 

according to the Jr value. I.e., if (0,1) rrand J , the generation jumping works with 

opposition-based concept. Besides, instead of using the predefined interval boundaries of the 

variables, ODE calculates the opposite of each variable based on the minimum ( ( )G

j
Min ) and 

maximum ( ( )G

j
Max ) values of that variable in the current generation G with NP-size population: 

( ) ( )

, ,

G G

i j j j i j
U Min Max U   , where 1,2,...,i NP , 1,2,...,j C                   (4.45) 

This dynamic behavior of the opposite point calculation increases our chance to find fitter 

opposite points. Because by keeping variables’ interval static boundaries, we will jump outside 

of solution space and the knowledge of current reduced space (converged population) is not 

utilized to find better opposite candidate. 

4.5.4 SaDE-based MCOPF procedure 

The flowchart in Fig. 4-4 illustrates the proposed SaDE-based MCOPF method. All 

contents in dashed boxes are the features that distinguish SaDE from conventional DE. 
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Fig. 4-4. Flowchart of the proposed SaDE-based MCOPF procedure 

 

Specifically, there are mainly five steps for the SaDE-based MCOPF procedure, which are 

descripted respectively as follows. 

1) Population Initialization 

When applying SaDE to solve the MCOPF problem, the first step is to determine the 

control variables embedded in individuals. In our studies, both continuous and discrete control 

variables introduced in (4.16)-(4.17) are considered respectively and mixed into the control 

variables set u , i.e. [ , ]T T T

c du u u . 

Generally, all control variables in individual i are initialized in generation 0. Handlings of 

generator active power output control, as described in Section 4.4.2, need to be considered to 

satisfy the practical operation constraints. For generator active power output, if the initial value 
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lies in POZs, the value must be modified to be the nearest limit of the feasible regions. 

Moreover, to reduce search space, an individual should be reinitialized if it meets any of the 

following conditions, 

(i) max

ds slack LP P P  : the candidate is an infeasible solution; 

(ii) min

L loss ds slackP P P P   : the candidate is bad because of its high power loss. Ploss 
is set to 

be 10% of PL. 

Besides, Pds is the sum of the power which has been dispatched to all generators excluding 

the slack unit; PL is the total active load of the system; Ploss is the total power loss of the system; 

min

slackP , max

slackP  are the lower and upper P limits of the slack bus. 

2) SCPool, SF-Memory & CR-Memory Initialization 

As discussed in Section 4.5.2, there are mainly two SaDE-related initialization algorithms, 

a) Construction of SCPool 

Five strategies from [119] are included in the SCPool to achieve diversity of 

characteristics. Note that all strategies formulated here combine mutation and crossover 

operations concurrently. Details are shown as follows, 

(i) DE/current-to-best/1/bin 

, , , , 1, 2,( ) ( )i j i j best j i j r j r ju u MF u u MF u u                                    (4.46) 

(ii) DE/rand/1/bin 
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                      (4.47) 

(iii) DE/rand-to-best/2/bin 
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                      (4.48) 

(iv) DE/rand/2/bin 

1, 2, 3, 4, 5,

,
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( ) ( ),

[0,1)

,

r j r j r j r j r j

i j rand

i j

u MF u u MF u u

u if rand CR or j j

u otherwise

   


   



                             (4.49) 
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(v) DE/current-to-rand/1/bin 

, , 1, , 2, 3,( ) ( )i j i j r j i j r j r ju u MF u u MF u u                           (4.50)
 

The value  for strategy x in generation G is initialized as 1/ 1/ 5 0.2X   ,

1,2,...,x X , 1,2,..., 1G LP  ; after LP generations, the probabilities are updated according to 

Eq. (4.41). 

b) Initializations of SF-Memory & CR-Memory 

In this study, a SF-Memory with size *X LP  and a CR-Memory with size LP are used. 

Note that only CR values for the successful strategy (i.e. the one which helps the offspring 

defeat the parent) of the current generation will be stored. 

3) Power Flow Calculation, Fitness Evaluation & TSA 

In SaDE, for each individual a power flow calculation is performed and a fitness value 
iF  is 

assigned to measure the quality of the individual. According to Section 4.4.3, violations of 

feasible regions are considered as punishments in the fitness function (4.31). Also the TSA 

process is utilized as mentioned in Section 4.4.4. 

4) Mutation & Crossover 

With mutation and crossover operators, offspring individuals are reproduced successively 

from their parents based on the updated strategies and parameters. The assignment of strategies 

and parameters follows the procedures given in Section III. In addition, like the constrained 

initialization, control variables in offsprings must also be fixed to the margin of the feasible 

region so as to ensure the feasibility of the problem solution. 

5) Competition 

In conventional DE, parents and offsprings compete with each other according to their 

fitness values. Nonetheless, a competition rule is proposed here, along with introduction of 

violation tolerance settings and transient stability constraints, as shown in Table 4-1. Each 

competitor acts in accordance with three indices, viz. feasible index, stable index and fitness 

value. ua and ub are the two competitors, with FIa, FIb 
as their feasible indices; SIa, SIb as their 

stable indices; and Fa, Fb as their fitness values, respectively. The rule is also applied to updating 

of the global best individual of Gth generation u
(G)

best. 

 

,x GSP
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Table 4-1. Resource Definition of Small Scale Grid System 

IF FIa == FIb==YES or FIa==FIb==NO  THEN 

IF 
aSI ==

bSI ==YES or 
aSI ==

bSI ==NO   THEN 

IF 
aF  >

bF   THEN 
au is better than 

bu  

ELSE, 
bu is better than 

au  

  END IF 

ELSE IF 
aSI ==YES and 

bSI ==NO THEN 
au is better than 

bu   

ELSE, 
bu is better than 

au  

 END IF 

ELSE IF FIa 
==YES and FIb==NO THEN ua 

is better than ub  

ELSE, ub is better than ua 

END IF 

4.5.5 ODE-based MCOPF procedure 

The flowchart in Fig. 4-5 illustrates the proposed ODE-MCOPF method. All contents in 

dashed boxes in this flowchart are the features that distinguish ODE from conventional DE. 

In this research, ODE-based MCOPF is also proposed based on the conventional DE 

method. In a nutshell, this approach works as follows: 

1) Opposition-based Population Initialization 

2) Power Flow Calculation, Fitness Evaluation & TSA 

3) Mutation & Crossover 

4) Competition 

5) Opposition-based Generation Jumping 

 

The first step is to determine the control variables embedded in individuals. By utilizing 

OBL, it can generate the population and opposite population respectively. The control variables 

introduced in (4.16)-(4.17) are considered and mixed into the control variables set (i.e. 

population) u .Then the opposite population is u . 
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Fig. 4-5. Flowchart of the proposed ODE-based MCOPF procedure 

 

 Similarly, all control variables in individual i are firstly initialized in generation 0. 

Moreover, special handlings on generator active power output control is considered for the 

practical operation constraints, as mentioned in Section 4.5.4. The following steps present the 

procedure of opposition-based population initialization. 

(a) Initialize the population u  randomly. 

(b) Calculate the opposite population u . 

(c) Select the NP-size fittest individuals from  u u as the final initial population. 

 

The procedure of power flow calculation, fitness evaluation, TSA, mutation, crossover and 

competition in Step 2) – 4) are the same as the ones of SaDE-based MCOPF method, which are 

 START 

G = 0 

Opposition-based 

Population Initialization 

Power Flow Calculation, Fitness Evaluation, TSA 

Get/Update Global Best 

Individual 
( )G

best
u  

G = G + 1 

 

G > Gmax ? 

END 

YES 

NO Mutation 

Crossover 

Competition 

 

Opposition-based 

Generation Jumping 
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proposed in Section 4.5.4. It is to be noted that an opposition-based generation jumping step is 

introduced here. Based on a jumping rate Jr, instead of generating new population by 

evolutionary process, the opposite population is calculated and the NP-size fittest individuals are 

selected from the current population and the corresponding opposite population (exactly it is 

similar to what was performed for opposition-based population initialization), as stated in 

Section 4.5.3. Note that the comprehensive experiments show that Jr should be a small number (

(0,0.4)
r

J  ). 

4.6 Applying Cloud Computing Techniques for MCOPF 

Problem 

4.6.1 Cloud Computing Platform 

According to the mechanism of SaDE algorithm, it is intrinsically easy to be parallelized. In 

order to enhance the performance for large-scale system, the proposed MCOPF problem could 

be deployed on parallel computing equipment, such as multi-core server or PC cluster. However, 

the investment & maintenance costs of such equipment are often high, and for the researchers 

who do not own such equipment, it is difficult to perform such parallel computing. This project 

harnesses the Cloud Computing technology to parallelize and deploy SaDE to solve large-scale, 

complicated systems in a high performance but low cost pattern. The details of Cloud 

Computing can be referred to [97,98] while generally speaking, Cloud Computing provides a 

virtualized resource pool where users can apply the IT resources through Internet to perform 

tasks as they need and pay for the amount of resources they consumed. Amazon Elastic Cloud 

(Amazon EC2) [103] is utilized here, which is one of the largest Cloud Computing service 

providers. With Amazon EC2, users can operate the virtualized servers or clusters through 

Internet just like the local resources. The deployment model of the parallelized MCOPF on 

Amazon EC2 is shown in Fig. 4-6. In this research, a simple master-slave parallel scheme is used, 

where the master lunches different subpopulations on multiple virtualized machines and each 

subpopulation runs separately and sends the final result back to the master. 
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Virtualized Linux Cluster

Master

Slave 1 Slave 2

Slave 3 Slave n

Pop 1 Pop 2

Pop 3 Pop n

Result 1 Result 2

Result 3 Result 4

Optimal Solution

 

Fig. 4-6. Cloud Computing deployment model of SaDE-based MCOPF 

4.6.2 Parallelized Optimization of MCOPF 

The studies in Section 4.5 show that DE and the improved SaDE and ODE algorithms are 

effective and robust in solving the MCOPF problem. However, transient stability assessment is a 

CPU intensive task especially when system becoming large. Fortunately, the development in the 

world of modern computing technologies offers the possible way of parallel computing to 

decrease the computation time of engineering problem and meet the need of practical 

application.  

As one of the evolutionary algorithms, DE is intrinsically a parallel searching algorithm. 

Thus, it is very suitable for parallel computation. So far, researches about parallel evolutionary 

algorithm on OPF problem are inadequate. This research parallelizes the DE based MCOPF 

problem on the proposed Cloud Computing platform. 

4.7 Comparison Case Studies 

The proposed MCOPF problem becomes nonlinear, non-convex, discrete, and 

non-differentiable, thus may degrade the quality of solution and convergence rate. To verify 

and compare the effectiveness of the proposed SaDE-based MCOPF method and ODE-based 

MCOPF method, the New England 10-generator, 39-bus system and IEEE 17-generator, 

162-bus system are tested respectively. In these cases, the proposed two methods are also 

compared with other recently published methods used in OPF problems, including 

conventional mathematical method – Sequential Quadratic Programming (SQP, in 
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MATPOWER software) [138], and modern heuristic methods – DE [69], EGA [139], EP [140] 

and PSO [141], in terms of solution quality and computation efficiency using the same fitness 

function and individual definition described in Section 4.5.4 and Section 4.5.5. SQP is 

implemented in Matlab using MATPOWER toolbox, and other methods are coded with C 

Language. A total of 20 trial runs of all the heuristic algorithms are performed for each method 

on a computer with an Intel Core 2 CPU, 2 GB RAM. 

4.7.1 Case A: New England 10-generator, 39-bus system 

The system data are available in [142] and the single line diagram of this system is shown in 

Fig. 4-7. The lower and upper limits of all bus voltage magnitudes are 0.94 p.u. and 1.06 p.u. 

respectively. The unit ratings and fuel cost coefficients with valve-point effects are listed in 

Table 4-2. Lower and upper limits for transformer tap settings are 0.90 and 1.10 p.u., 

respectively, and the adjustment is in steps of 0.01 p.u. There are 31 control variables, 

comprising 9 generator active power outputs, 10 generator voltage magnitudes and 12 

transformer tap settings. A three-phase to ground fault at Bus 21 is cleared by tripping Line 

21-22 at 0.16 s. Transient simulation time step is set as 0.01 s, and the whole simulation period is 

3.0 s. With the same control variable limits, initial conditions and system data, the parameters 

are given in Table 4-3. 

 

Table 4-2. Unit Ratings and Fuel Cost Coefficients with Valve-point Effects  

for New England 10-Generator, 39-Bus System 

Unit Pmin Pmax a b c w e 

30 0 350 0.0193 6.90 0.0 100 0.084 

31 0 650 0.0111 3.70 0.0 150 0.063 

32 0 800 0.0104 2.80 0.0 200 0.042 

33 0 750 0.0088 4.70 0.0 150 0.063 

34 0 650 0.0128 2.80 0.0 150 0.063 

35 0 750 0.0094 3.70 0.0 150 0.063 

36 0 750 0.0099 4.80 0.0 150 0.063 

37 0 700 0.0113 3.60 0.0 150 0.063 

38 0 900 0.0071 3.70 0.0 200 0.042 

39 0 1200 0.0064 3.90 0.0 250 0.036 
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Fig. 4-7. The single line diagram of New England 10-generator, 39-bus test system. 

 

Table 4-3. Parameters of EGA, EP, PSO, DE, SaDE & ODE 

EGA EP PSO 

NI = 31 

NP = 60 

CF = 0.6 

MF = 0.05 

Gmax  = 100 

NI = 31 

NP = 60 

Gmax  = 100 

Scaling factor = 0.1 

 

NI = 31 

NP = 60 

Gmax  = 100 

Inertia weight = 1.2 

Acceleration constants = 2.5 

DE SaDE ODE 

NI = 31 

NP = 60 

CF = 0.7 

MF = 0.7 

Gmax  = 100 

NI = 31 

NP = 60 

CF = N(CRm,0.1),  

MF = N(0,5,0.3) 

Gmax  = 100 

LP = 40 

NI = 31 

NP = 60 

CF = 0.7 

MF = 0.7 

Gmax  = 100 

Jr = 0.3 

 

 In this section, two cases are simulated. The former is the basic OPF, which just considers 

the discrete control variables; while the latter is the full MCOPF model proposed in this 

research. Detailed results and analyze are presented as follows. 

1) Case A-1: Basic-OPF with Discrete Control Variables 
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Before the detailed study on MCOPF, a basic-OPF model is formulated and studied, in 

which the valve-point effects are not included in the objective function Eq. (4.19). Equality and 

inequality constraints include the load flow equation in Eq. (4.20) and the lower and upper limits 

of continuous and discrete control variables in Eqs. (4.22)-(4.25), respectively. Constraints for 

transient stability in Eq. (4.15), POZs of generators in Eq. (4.21) and transmission line flows in 

Eq. (4.26) are not considered. 

In this basic-OPF model, the classic SQP method is first applied to solve the problem by 

considering the discrete variables, i.e. transformer tap control variables, as continuous variables, 

and the final optimal solution is obtained by rounding off the solution of QP method. Then, the 

same basic-OPF model is performed using EGA, EP, PSO, conventional DE, SaDE and ODE 

methods, as shown in Table 4-4. It can be seen that considering discrete control variables, 

solutions from heuristic methods are significantly more economical than that of the the classic 

SQP method, obtained in similar computational CPU time. All the methods can satisfy all the 

constraints in the basic-OPF model (Feasible is “Yes”), except SQP. The power flow result 

obtained by the SQP method shows that voltages of Buses 25 and 36 (1.062 p.u. and 1.063 p.u., 

respectively) violated the upper limit (1.06 p.u.), while with other heuristic methods, all 

constraints are satisfied. The above simulation shows not only the superiority of performance of 

heuristic methods over the classic mathematical method SQP, but also the importance of a 

solution approach, which can flexibly consider the detailed model of the problem in the 

optimization. The simulation verified that with the classic optimization method, the practical 

operational constraints cannot be satisfied indeed and has to be either ignored or simplified. The 

rest of the comparison studies are focused on heuristic methods. 

Clearly SaDE is more capable of handling discrete control variables and it is better than 

other methods in terms of minimum, maximum and average fuel costs. Standard deviation (SD) 

of SaDE trials is also smaller. For similar computational time, SaDE has better convergence rate 

toward an acceptable solution than others. The best solutions obtained with SaDE are tabulated 

in Table 4-5 and the average convergence curves over 20 trials of EGA, EP, PSO, DE, SaDE and 

ODE are shown in Fig. 4-8.  
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Table 4-4. Comparison Results among Seven Methods in Case A-1 

Method 

Evaluation Value ($/h) CPU 

Time 

(s) 

Performance 

Avg. Min. Max. SD(%) Feasible 

SQP --- 63009 --- 2.7 --- No 

EGA 61302 61248 61350 3.8 0.049 Yes 

EP 61003 60945 61075 4.0 0.041 Yes 

PSO 60965 60935 60985 3.9 0.032 Yes 

DE 60923 60909 60944 3.7 0.015 Yes 

SaDE 60912 60904 60925 4.2 0.011 Yes 

ODE 60920 60906 60933 5.1 0.014 Yes 

 

 

 

 

Table 4-5. Best System Solution of Case A-1 Using SaDE 

Unit 
Generation 

(MW) 

Voltage 

(p.u.) 
Branch 

Tap Setting 

(p.u.) 

30 243.00 1.0253 12-11 1.03 

31 571.93 1.0600 12-13 1.02 

32 641.33 1.0035 6-1 1.10 

33 631.13 1.0161 10-32 1.08 

34 503.41 1.0431 19-33 1.06 

35 649.47 1.0483 20-34 0.95 

36 555.89 1.0390 22-35 1.03 

37 533.42 1.0438 23-36 1.04 

38 829.87 1.0411 25-37 1.02 

39 978.95 1.0292 2-30 1.01 

Fuel Cost ($/h):  60904 
29-38 1.02 

19-20 1.08 
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Fig. 4-8. Average convergence curves of six heuristic methods for Case A-1. 

 

2) Case A-2: MCOPF 

The full MCOPF model formulated in Section 4.5 is studied here. Three units are selected to 

have POZs. The data of generator’s POZs are listed in Table 4-6. Branch flow apparent power 

limit is set at 800MVA for each line; Branch 29-38 has a flow of 852.61MVA, which violates the 

limit. 

Table 4-6. Unit POZs Data for New England System 

Unit Pi
min

 (MW) Pi
max

 (MW) POZs (MW) 

30 0 350 [200, 300] 

32 0 800 [400, 500] [600, 700] 

39 0 1200 [700, 800] [900, 1100] 

 

Critical clearing time (CCT) is used for transient stability constraints. CCT of the test 

system under the original system configuration is 144ms which is less than the fault clearing 

time (FCT, 160ms), and then it is unstable. For the trade-off of fuel cost and computational time, 

only 40% of individuals are randomly selected to TSA. 

Simulation results are summarized in Table 4-7 and Fig. 4-9, and best solution of SaDE is 

listed in Table 4-8. 
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Table 4-7. Comparison Results among Five Methods in Case A-2 

Method 

Evaluation Value ($/h) 
CPU 

Time(s) 

Performance 

Avg. Min. Max. 
SD 

(%) 
Feasible Stable 

Avg. CCT 

(ms) 

EGA 62785 62503 62891 58.5 0.59 Yes Yes 175.5 

EP 62692 62489 62880 55.0 0.51 Yes Yes 185.0 

PSO 62558 62268 62837 58.9 0.34 Yes Yes 179.8 

DE 62260 62047 62565 57.4 0.20 Yes Yes 187.1 

SaDE 61505 61393 61724 60.3 0.12 Yes Yes 188.2 

ODE 61787 61565 61902 71.2 0.15 Yes Yes 186.1 

 

 

 

 

Fig. 4-9. Average convergence curves of five methods for Case A-2 
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Table 4-8. Best System Solution of Case A-2 Using SaDE 

Unit 
Generation 

(MW) 

Voltage 

(p.u.) 
Branch 

Tap Setting 

(p.u.) 

30 300.10 0.9932 12-11 0.97 

31 549.72 0.9998 12-13 0.95 

32 599.76 1.0342 6-1 1.09 

33 648.74 1.0206 10-32 1.06 

34 498.75 1.0086 19-33 1.05 

35 599.31 1.0224 20-34 1.07 

36 548.77 1.0046 22-35 1.06 

37 504.18 0.9847 23-36 1.04 

38 749.39 1.0308 25-37 1.06 

39 1135.13 1.0128 2-30 1.04 

Fuel Cost ($/h):  61393 

CCT (ms):      177 

29-38 1.02 

19-20 1.00 

 

As seen from the results, generation power solutions of units with POZs have moved away 

from the zones to feasible regions. Branch flow in Branch 29-38 has been decreased to 

765.67MVA without any other branch flow violations. The average fuel cost is slightly higher 

than that in Case A-1, which is outside the practical operations in this case. Although with the 

simplified problem model, the fuel cost seems lower, a trade-off between economics and 

security should be considered in reality. According to CCT, feasible and stable values (in Table 

4-7), it is obvious that all these methods can operate the system in a stable and economical 

condition. However, SaDE achieves a smaller standard deviation and performs more robustly. 

The study also reveals that in some generations, although the fuel cost of individual i is lower, 

constraints violations may lead to fitness value Fi being worse (higher) than others. Besides, 

comparing with SaDE and ODE methods, there are more constraints violations that result in 

fluctuation of the convergence in EGA, EP, PSO and DE simulations. The self-adaptation of 

SaDE handles this problem well, as well as the opposition learning ability of ODE.  
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4.7.2 Case B: Cloud Computing of SaDE-based MCOPF on IEEE 

17-generator, 162-bus system 

An 8-core high performance cluster computing instance is created in Amazon EC2 over the 

IEEE 17-generator, 162-bus system here, to parallelize SaDE, ODE, as well as the other five 

heuristic algorithms respectively for the performance comparison. System data is available in 

[143]. The POZs, unit ratings and fuel cost coefficients data are shown in Table 4-9 and Table 

4-10, respectively. 10 transformers are selected as adjusting transformers, with changes in steps 

of 0.10 p.u. There are 43 control variables: 16 generator active power outputs, 17 generator 

voltages and 10 transformer tap settings. For this large system, set NP = 120, Gmax = 200, leaving 

other control parameters the same as in the New England system. A three-phase to ground fault 

at Bus 1 is applied and cleared by tripping Line 1-4 at 240ms (i.e. FCT=240ms here), which is 

greater than the initial CCT 220ms, so the original state is unstable.  

 

 

Table 4-9. Unit POZs Data for IEEE 17-Generator, 162-Bus System 

Unit 
min

iP (MW) max

iP (MW) POZs (MW) 

3 1000 2300 [1250,1350] [1700,1800] [2100,2200] 

15 1000 1800 [1200,1300] [1550,1650]  

76 500 1355 [700,800] [900,1100] 

118 0 473 [200,300] 

131 200 875 [400,500]  

 

 

All individuals are involved in TSA calculation in this simulation; results are shown in 

Table 4-11 and Table 4-12. All the methods can make the system stable after the contingency; 

but SaDE incurs lower cost and standard deviation, and has prominent convergence speed. The 

average cost reduction with SaDE is 10.72% in contrast with the original system operating state 

(31339.34 $/h). 
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Table 4-10. Unit Ratings & Fuel Cost Coefficients with Valve-point Effects  

for IEEE 17-Generator, 162-Bus System 

Unit Pmin Pmax a b c w e 

3 1000 2300 0.00064 0.50 0.0 200 0.042 

6 500 1094 0.00098 0.30 0.0 100 0.084 

15 1000 1800 0.00076 0.50 0.0 120 0.077 

27 1000 1800 0.00076 0.50 0.0 120 0.077 

73 200 747 0.00150 0.20 0.0 100 0.084 

76 500 1355 0.00088 0.30 0.0 150 0.063 

99 0 450 0.00200 0.40 0.0 80 0.098 

101 0 382 0.00200 0.40 0.0 80 0.098 

108 0 1200 0.00084 0.30 0.0 200 0.042 

114 0 431 0.00200 0.40 0.0 80 0.098 

118 0 473 0.00200 0.40 0.0 80 0.098 

121 200 920 0.00150 0.30 0.0 100 0.084 

124 1000 2851 0.00640 0.52 0.0 300 0.035 

125 1000 2688 0.00640 0.67 0.0 300 0.035 

126 1000 2767 0.00640 0.42 0.0 300 0.035 

130 200 755 0.00150 0.30 0.0 100 0.084 

131 200 875 0.00150 0.30 0.0 100 0.084 

 

 

Table 4-11. Simulation Results of IEEE 17-Generator, 162-Bus System 

Method 

Evaluation Value ($/h) 
CPU 

Time 

(s) 

Performance 

Avg. Min. Max. 
SD 

(%) 
Feasible Stable 

Avg. 

CCT 

(ms) 

EGA 29762 29163 30389 1334 6.12 Yes Yes 261 

EP 29850 29164 30498 1335 4.76 Yes Yes 259 

PSO 29577 29122 30150 1342 3.02 Yes Yes 256 

DE 29348 28679 30190 1325 1.51 Yes Yes 259 

SaDE 27981 27685 28326 1328 0.54 Yes Yes 256 

ODE 28322 28015 28615 1390 0.63 Yes Yes 256 
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Table 4-12. Best Solution of IEEE 162-Bus System Using SaDE  

Unit 
Generation 

(MW) 

Voltage 

(p.u.) 
Branch 

Tap Setting 

(p.u.) 

3 2048.01 0.9821 108-6 0.98 

6 687.58 1.0188 12-2 0.98 

15 1652.02 0.9709 26-76 0.95 

27 1448.87 1.0103 66-11 0.98 

73 611.35 0.9691 96-101 1.10 

76 699.30 0.9961 128-72 0.96 

99 385.04 1.0156 144-141 1.06 

101 224.71 1.0080 153-70 0.97 

108 748.08 0.9901 110-112 0.92 

114 224.62 1.0452 93-42 0.94 

118 417.14 0.9735 

Fuel Cost ($/h): 27685.56 

 

CCT (ms):     251 

121 611.80 1.0019 

124 2077.08 0.9786 

125 2256.71 0.9418 

126 2166.70 1.0571 

130 611.26 0.9789 

131 573.84 0.9912 

 

 

 

Fig. 4-10. Average convergence curves of IEEE 17-Generator, 162-Bus system 

 

Obviously, in large-scale systems, the computational time costs of all the methods are 

almost same, and the longer computational time of SaDE’s self-adaptation can be ignored. And 
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according to Fig. 4-10, SaDE gets the final solution of other methods in 20th generation (around 

90% time-saving). And the cost of performing above cloud computing simulations over Amazon 

EC2 is just $1.3/hour. 

4.8 Summary 

In this chapter, a computational framework and tools have been developed for a specific OPF 

system operations and planning task. The framework is based on multi-constrained optimal 

power flow (MCOPF), which explores the computational power from the improved DE 

algorithms to achieve fast yet reliable optimisation computations. Transient stability constraints, 

constraints due to generator POZs, valve-point effects, and branch flow thermal constraints are 

all included in the MCOPF calculations. Simulation results show that compared to the 

conventional mathematical method, SQP, and some modern heuristic methods such as EGA, EP, 

PSO, conventional DE and ODE, SaDE is very effective and robust. Its superior advantages are 

most significant when the problem becomes acute. Within the simulation results of cloud 

computing for large-scale power systems, it is shown that the proposed framework can be easily 

paralleled and has a large potential to be applied to real-world large-scale MCOPF problems. 
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5.1 Introduction 

With the fundamental operational planning tools, as described in Chapter 4, this chapter outlines 

the research for a new and efficient collector system layout optimisation (CSLO) model for 

large-scale offshore wind farms, which considers multiple substations and cable types, and 

focuses on cable topology optimisation among wind turbines and substation(s) with the 

objective to minimise the overall investment and maintenance costs, as well as the levelized 

power losses cost, while simultaneously considering the network reliability and operational 

constraints. 

5.2 Problem Description and Formulation 

5.2.1 Collector System Layout of Offshore Wind Farms 

Each possible alternative connection scheme between substations and wind turbines produces a 

new layout to which cables must be assigned to them that minimize the total cost for a specific 

planning schedule and comply with the technical constraints. Therefore, this CSLO problem is 

formulated as an optimization problem in (5.1)-(5.11). The primary objective function (5.1) is 

composed of annualized investment cost (5.2), maintenance cost (5.3), and the levelized power 

losses cost (5.4) and, at the same time, to meet all the security constraints imposed on the 

collector system for reliability purposes, which are listed below including the active power 

flow constraints (5.5), reactive power flow constraints (5.6), bus voltage limits (5.7)-(5.8), 

substation capability limits (5.9), cable capability limits (5.10), and network radiality 

constraints (5.11). 

Objective: 

     1 2 3.Min F C C C  I I I                                   (5.1) 

 1 ,
C N N

I

c ij ij c

c i j

C c l I
  

   I                                   (5.2) 

   2 1C kCI I                                            (5.3) 
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                                          (5.11) 

where, c is the index of cable types; i and j are the index of buses; h is the index of time period;  

I

cc is the investment cost of cable with type c, which includes cable purchasing cost and 

installation cost; 
ijl  is the cable length between bus i and bus j; 

1C  is the overall investment 

cost; 
2C is the overall maintenance cost; 

3C is the overall levelized power losses cost; ,ij cI is the 

binary decision variables, 
, 1ij cI   if cable with type c is connected between bus i and bus j, 

, 0ij cI   otherwise; I is the set of binary decision variables ,ij cI ; k is the coefficient for 

maintenance cost; Lc  is the levelized cable losses cost; ,

L

ij hP  is the cable losses between bus i 

and bus j in time period h; g

iP  is the active power output of wind turbine at bus i; g

iQ  is the 

reactive power output of wind turbine at bus i;
ijS is the apparent power flow in the cable between 

bus i and bus j;
iV  is the voltage magnitude at bus i;

i  is the voltage angle at bus i; 
ijG is the real 

components of element i, j in bus admittance matrix; 
ijB is the imaginary components of element i, 

j in bus admittance matrix; 
sSN is the number of turbines in substation s; min

iV is the lower bound 

on the voltage magnitude at bus i, max

iV is the upper bound on the voltage magnitude at bus i, min

i  
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is the lower bound on the voltage angle at bus i, max

i  is the upper bound on the voltage angle at 

bus i, max

cS is the maximum allowable apparent power flow at cable type c. 

Note that for offshore wind farms, the submarine cables are utilized whose capacitances 

are much higher compared to the overhead cables. The effect of reactive power on bus voltage 

cannot be neglected. Therefore, the AC power flow equations are used in this research to 

calculate the network security. 

5.3 Self-Adaptive Allocation Method 

Considering multiple substations in the proposed CSLO model, this section presents a 

self-adaptive allocation (SAA) method for wind turbines in large-scale offshore wind farms. 

5.3.1 Wind Turbine Clustering 

In a large and complex engineering system, clustering is an effective way to reduce the 

complexity of model. It is the process of grouping a data set in a way that the similarity between 

data within a cluster is maximized while the similarity between data of different clusters is 

minimized [144]. There have already been some studies considering the clustering technique as 

a tool in power systems [145-148]. For example, a clustering method proposed in [145] grouped 

wind turbines based on their power output dynamics to simplify controller design, operation and 

forecast of wind farm output. However, to the best of our knowledge, there has no research and 

application of clustering technology for offshore wind farm collector system layout. Normally, 

there are two popular approaches to clustering: crisp clustering (or hard clustering), and fuzzy 

clustering [149]. In the crisp clustering method, the boundary between clusters is fully defined. 

However, in many practical cases, boundaries between natural classes may be overlapping. So, 

certain input patterns do not completely belong to a single class, but partially belong to the other 

classes too. In such cases, the fuzzy c-means (FCM) clustering method provides a better and 

more useful method to classify these patterns. FCM is a data clustering method in which a 

dataset is grouped into N pre-specified clusters, with every data point in the dataset belonging to 
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every cluster to a certain degree [150]. By iteratively updating the cluster centres as well as the 

membership grades for each data point, FCM moves the cluster centres to the right location 

within the dataset. In this research, a self-adaptive allocation (SAA) method for wind turbines is 

proposed in the CSLO model, which optimizes the locations of all substations and then groups 

wind turbines to their nearest substations based on FCM clustering method. 

Fuzzy C-means clustering algorithm (FCM) is one of the most important and popular fuzzy 

clustering algorithms. It allows one piece of data point to belong to one or more cluster centres. 

This algorithm is frequently utilized in pattern recognition [151,152]. For some clustering 

methods, including FCM, the number of clusters k  needs to be given in advance. By iteratively 

updating the cluster centres as well as the membership grades for each data point, FCM moves 

the cluster centres to the right location within the dataset. 

 Suppose a collection of data points  1 2, ,..., nY y y y , n is the number of elements in the 

dataset. The set is divided into k clusters 1 k n  , and  1 2, ,..., kC c c c  is the cluster center 

matrix. The membership matrix indicating the subordination degree of i
th
 element to j

th
 element 

is     1, , 1,ijU u i n j k   . 

 The FCM algorithm performs clustering by solving, 
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where, 
iju is the membership degree; m is the weighted index; 

mJ is the center of each data point to 

the class and the square of the Euclidean distance. 

 The algorithm is composed of the following steps: 

Step-1: Give the number of clusters k, the weighted index m, and the iterative standard  . 
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 Step-2: Fix the membership matrix U with a random number between 0 and 1. Set the 

iteration number 1t  . 

 Step-3: Calculate the cluster centre C. 

     
1 1

( ) /
m m

m m

i ij i ij

j j

c t u t y t u t
 

   
    

   
                                  (5.16) 

Step-4: Calculate the new membership matrix U. 
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ij ij rj
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u t d t d t




                                    (5.17) 

where
ij i jd  y c  is the Euclidean distance between 

iy and 
jc . 

Step-5: Calculate the objective function
mJ . If the maximum of iteration is reached or 

tolerance    1ij iju t u t     is met, then stop; otherwise, return to step-3. 

It can be seen that the entire optimization process is to revise the cluster centers and the 

membership degrees repeatedly until satisfying the stop criterion. The FCM algorithm has been 

collected in the fuzzy logic toolbox in Matlab. In this research, based on FCM, a fuzzy 

clustering approach is adopted to automatically allocate NWT wind turbines to NS substations, 

where NWT is the number of substations, NS is the number of wind turbines, and their Cartesian 

coordinate locations in an offshore wind farm are also pre-specified. 

5.3.2 Wind Turbine Allocation 

Based on FCM, all the wind turbines could be allocated to their nearest substations respectively. 

However, with the aim of considering network operation reliability constraints, the capacity of 

connected turbines in one substation is limited, and each turbine should belong to a substation 

exclusively. Therefore, in this phase, a maximum problem with binary linear constraints is 

developed. The objective function here is to maximize the overall membership degree 

calculated from FCM and reallocate turbines to their nearest substations while satisfying the 

capacity limits. 

 With the above considerations, the model for finding the optimal turbine allocation could 

be formulated as: 
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 This problem could be regarded as a BIP problem, which is a special case of Linear 

Programming (LP) where the variables have only 0-1 binary integer values. It is NP-hard and 

can be solved by methods like Branch and Bound (BNB) and Gomory Cut algorithms [153]. In 

this research, the BIP is solved with BNB method. 

5.4 CSLO using Minimum Spanning Tree Algorithm  

5.4.1 Introduction of Minimum Spanning Tree Algorithm 

To compare with the performance of the proposed methods, a minimum spanning tree (MST) 

algorithm is also introduced here. Considering the radiality constraints for the network 

topology, the collector system layout problem for an offshore wind farm can be considered as 

finding a tree to meet required design characteristics in a graph ( , )G V E , where V is the set 

of vertices and E is the set of edges. MST constructs a tree of minimum total length between 

specified nodes, where the tree is defined as a graph G with one and only one path between 

every two nodes. Therefore, MST algorithm can be used to address the problem of finding the 

minimum total length layout design for cable connection in a wind farm, where the minimum 

total length gives the minimum total investment for cable connection which relies on the cable 

length, and the wind turbines’ locations are the nodes. 

 There are three commonly used MST algorithms, which are Boruvka’s algorithm, 

Kruskal’s algorithm, and Prim’s algorithm [154,155]. In this research, Prim’s algorithm is 

utilized to find the optimal layout, which is a greedy algorithm that finds a minimum spanning 

tree for a connected weighted undirected graph. It finds a subset of the edges that forms a tree 

that includes every vertex, where the total weight of all the edges in the tree is minimized. This 
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algorithm works by attaching a new edge to a single growing tree at each step: start with any 

vertex (arbitrary one) as a single-vertex tree; then add V-1 edges to it, always taking next 

minimum-weight edge that connects a vertex on the tree to a vertex not yet on the tree. The 

process is repeated until all the vertices are included in the spanning tree. After that, the 

transmission power losses can be obtained according to the optimal cable layout solution. 

5.4.2 Optimization Procedure 

 

Fig. 5-1. The proposed method for the optimal design of electrical layout 

 

The flowchart in Fig. 5-1 illustrates the proposed method for the optimal design of electrical 

layout for an offshore wind farm. 

 Specifically, the procedure could be presented as follows: 

1) Initialization; 

2) Wind turbine allocation using fuzzy c-means (FCM) method; 

3) Wind turbine reallocation using binary integer programming (BIP) algorithm; 

4) Cable layout optimization with the MST algorithm. 
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5.5 Benders Decomposition Method for the Collector System 

Layout of Large-Scale Offshore Wind Farms 

5.5.1 Introduction of Benders Decomposition 

Benders decomposition is a popular optimization technique. Using the Benders decomposition 

method, an original large-scale optimization problem could be decomposed into a master 

problem and several slave subproblems, which are then iteratively solved by generation of dual 

variables from the subproblem to form the benders cut and add it into the master problem until 

the stopping criteria are met. In general, the master problem is an integer program, and 

subproblems are linear or non-linear programs with real variables. 

5.5.2 Benders Reformulation of the Proposed Optimizer 

The CSLO problem addressed in this research is formulated as a mixed-integer nonlinear 

programming (MINLP) problem, with a non-linear objective function, binary decision 

variables, continuous variables, linear and non-linear constraints such as power flow equations 

and transmission line capacity limits. Small instances of this MINLP problem can be solved 

using available branch-and-cut solvers. However, the size of this problem is directly related to 

the number of considered wind turbines and the size of wind farms. For large-scale wind farms, 

the problem becomes complicated and compute-intensive, which forces us to make use of 

partitioning techniques such as Benders decomposition [156,157]. 

Benders decomposition is a popular optimization technique. Using the Benders 

decomposition method, an original large-scale optimization problem could be decomposed into 

a master problem and several slave subproblems, which are then iteratively solved by 

generation of dual variables from the subproblem to form the benders cut and add it into the 

master problem until the stopping criteria are met. In general, the master problem is an integer 

program, and subproblems are linear or non-linear programs with real variables. 

In this research, based on the predetermined locations of substations and wind turbines, 
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the master problem optimizes the annualized total cost, which includes the investment cost, 

maintenance cost and levelized power losses cost, for the collector system layout of the wind 

farm; while the subproblems deal with the network security problem for each period under 

study, with the cable capacities and power flow being fixed. This method could appropriately 

deals with the proposed non-convexity associated with binary variables and to divide the 

global problem into two smaller problems, which are easier to solve. Therefore, the CSLO 

problem is reformulated as the following standard Benders decomposition formulation: 

. TMin c x                                                        (5.22) 

. .s t Ax b                                                       (5.23) 

Ex Fy h                                                    (5.24) 

where, x represents the cable connection state I ; y represents the system control variables P ,

Q , V and  ; A , E , and F  are the coefficient matrices; (5.23) represents constraints 

(5.9)-(5.11); and (5.24) represents the remaining constraints (5.5)-(5.8). 

 Accordingly, the initial master problem MP1 can be represented as: 

.

. .

TMin c x

s t Ax b
                                                     (5.25) 

 If MP1 is infeasible, the optimization will stop. Otherwise, based on the solution x̂  

obtained in MP1, constraint (5.24) is checked in subproblem SP. In this level, a slack vector s

is introduced and SP is formulated as: 

 ˆ. 1 s

ˆ. .

TMin x

s t Fy s h Ex







   
                                         (5.26) 

where, 1 is the unit vector;  is the dual multiplier vector of inequality constraints in (5.26). 

ˆ( ) 0x   means that violations occur in the subproblem, i.e. the constraints are uncoverged. To 

eliminate the violations, the Benders cut (5.27) is introduced and added back to the master 

problem, and the new master problem MP2 with Bender cuts is then generated for next 

iteration. 

   ˆ ˆ( ) 0Tx x E x x                                            (5.27) 

 The final solution based on the Benders decomposition may require an iterative process 
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between the master problem and subproblems. Therefore, a maximum iteration time M is 

introduced to eliminate this process. 

 The procedure followed includes the steps illustrated in the flowchart Fig. 5-2. 

 

Fig. 5-2. The proposed method for the CSLO problem 

 

 1) Master Problem: 

The master problem, which is composed of the objective function (5.1) and constraints 
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(5.10)–(5.11), determines the cable layout scheme of the wind farm, to connect between two 

wind turbines or one wind turbine and one substation. All binary variables I are included in the 

optimization problem of this level, and CPLEX [158] solver is applied to solve this mix-integer 

linear programming (MILP) problem. 

 

 The objective function minimizes: 

     1 2 3F C C C     I I I                                     (5.28) 

subject to the constraints (9)-(11), and the Benders cuts 

   1 1 1

, , ,
C N N

m m m

ij c ij c ij c

c i j

I I I     

  

                                 (5.29) 

 The term    represents an unfeasibility cost of the slave subproblem.  1mI   in 

Benders cuts (5.29) is the optimal value of the subproblem in iteration m-1. Note that for the 

initial master problem MP1, there is no any Benders cut constraint and   equals zero. 

 2) Subproblem: 

 The slave subproblem level checks the feasibility of the master problem solution. In order 

to check the transmission flows in the collector system and gain a feasible solution, several 

slack variables are added into the power flow equations and the cable line constraints. 

Therefore, the hourly network security check subproblem is formulated as: 

Objective: 
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Subject to: 
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3 max 4

c
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                                   (5.36) 

where, 1P

is , 2P

is , 1Q

is 2Q

is , 1V

is , 2V

is , 3V

is , 1

is , 2

is , 3

is , 1S

ijs , 2S

ijs , 3S

ijs , and 4S

ijs are the slack variables, 

which represent the requirements of active power outputs, reactive power outputs, bus voltage 

magnitudes and angles, and cable line limits, are included in the original constraints (5.5)-(5.9) 

to make the optimization solution feasible. And the new constraints are as shown in 

(5.31)-(5.36). 

 It could be regarded as a nonlinear programming (NLP) problem, and solved with MINOS 

solver [159] in this research. In iteration m, if the subproblem SPh in hour h is uncoverged, a 

new Benders cut will be created and added into the cut pool CPm. And the iteration will go on 

for the next hour subproblem SPh+1. After the subproblems are finished for all the hours, the 

cuts stored in CPm will be added to master problem MP2 for the optimization of next iteration. 

Note that the Benders cuts used in the previous 1, 2, …, m-1 iterations will also be included as 

constraints in the current iteration m for master problem MP2. If there is no any new cut 

obtained in the solution of subproblem in current iteration m, i.e. the cut pool CPm is empty, the 

iteration will stop with the optimal solution. 

5.6 Comparison Case Studies 

5.6.1 Case Settings 

The proposed algorithms have been tested on two benchmark systems. One is a 90MW 

offshore wind farm consisting of thirty 3.0MW wind turbines; the other one is a 300MW farm 

with one hundred 3.0MW turbines. Optimal wind turbine placement considering effects of 

local wind patterns, land topography, wind turbine wake effects is a widely researched area. 

Therefore, for the purpose of this work, it has been assumed that the wind turbine locations in 

the wind farm are already available, which has been justified by the availability of abundant 

literature in this area [160]. It is also assumed that the availability of these wind turbines is 100% 

here, and the bus voltage level is set to be 33kV. 

 The turbine layouts, marked as the black dots, of these two wind farms are represented in 
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Fig. 5-3. The Vestas V112 3.0MW offshore wind turbine model [161] is selected here. The 

cut-in, cut-out, and rated speeds of this type of turbine are 3m/s, 25m/s, and 12m/s respectively, 

and the mechanical power captured by a given wind turbine is a function of wind speed, which 

is shown in Fig. 5-4. Besides, the historical wind data in one year was obtained from one wind 

observation station, which was provided by the Australian Bureau of Meteorology [162]. The 

wind speed distribution and Weibull fitting are given in Fig. 5-5. 

 

(a) 30-WT offshore wind farm 

 

(b) 100-WT offshore wind farm 

Fig. 5-3. The turbine layouts of 30-WT and 100-WT offshore wind farms   
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Fig. 5-4. The power output curve of Vestas V112/3.0MW offshore wind turbine 

 

 
Fig. 5-5. Wind speed distribution and Weibull fitting 

 

Three cases are studied for the simulations. Case 1 is the base case which just considers 

single substation and single cable type in the CSLO problem. In Case 2, the consideration of 

multiple substations with different capacities is included in the optimization. And in Case 3, 

3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25
0

0.3

0.6

0.9

1.2

1.5

1.8

2.1

2.4

2.7

3
Wind Turbine Power Curve   Air density = 1.225 kg/m3

Wind Speed (m/s)

P
o
w

e
r 

O
u
tp

u
t 

(M
W

)

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21
0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0.16

Wind Speed (m/s)

F
re

q
u
e
n
c
y

Weibull Fitting: y=(k/c)*(x/c)(k-1)*exp(-(x/c)k) --- k = 1.89, c = 4.60 (m/s)

 

 

Wind Distribution

Weibull Fitting



5 Collector System Layout Optimization for Offshore Wind Farms 

116 
 

multiple substation with different capacities, and two types of cables with different electric 

parameters are considered simultaneously. A detailed comparison is made between these three 

cases. 

  

Table 5-1. Electric Parameters of Cable 

(A: HEPRZ1 18/30 kV 1x150 mm
2
, B: HEPRZ1 18/30 kV 1x400 mm

2
) 

Item A B 

Rmax (Ω/km) 0.264 0.100 

X (Ω/km) 0.118 0.103 

Capacitance (µF/km) 0.253 0.366 

Investment Cost ($/m) 7.60 12.25 

Power Loss Cost ($/kWh) 0.50 0.50 

Maximum current (amp) 248.4 426.42 

 

In the simulation, two types of cable are chosen and their electric parameters are tabulated 

in Table 5-1. Some of other common cable sizes used in large-scale offshore wind farms can be 

found in [163]. All the computational experiments were obtained using CPLEX and MINOS 

solvers with default options under AMPL [164] and Matlab tools on a Windows-based PC with 

2.40 GHz and 4 GB of RAM. 

5.6.2 Case I: 30-WT Offshore Wind Farm 

The 30-turbine offshore wind farm system in Fig. 5-3(a) is used in illustrate the proposed 

method. The totally layout boundary of the wind farm is 3-by-3 km, and the farm area is 

around 9 km
2
. In Case 2 and 3, the maximum number of turbines for each substation is set to 

15, and the locations of substations are obtained using the proposed SAA method presented in 

Section 5.3. 

 Besides, the MST method presented in Section 5.4 is also simulated to compare with our 

proposed CSLO model in Case 1. The comparison results for three cases are listed in Table 5-2. 

The cost of investment cost C1 and maintenance cost C2, power losses cost C3, and the total 

cost is all included. The optimal layouts of the 30-turbine offshore wind farm for the three 

cases are illustrated in Fig. 5-8, in which the black dots are the location of turbines, red dots are 
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substations, blue lines are the cable connections of type A, and red lines are the connections of 

cable type B with higher capacity. 

 

Table 5-2. Simulation Results for the 30-WTs Offshore Wind Farm 

Case 1 (MST) 1 2 3 

C1+ C2 ($) 119,197.9 121,135.5 118,868.2 120,458.2 

C3 ($) 134,678.6 134,721.6 71,577.6 70,972.5 

Total Cost ($) 253,876.5 255,857.1 190,446.8 191,430.7 

 

 

(a) Case 1 with MST method 

Fig. 5-6. The optimal layouts of 30-WT offshore wind farm 
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(b) Case 1 with CSLO method 

 

(c) Case 2 considering two substations 

Fig. 5-7. The optimal layouts of 30-WT offshore wind farm 
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(d) Case 3 considering two substations and two cable types 

Fig. 5-8. The optimal layouts of 30-WT offshore wind farm 

 

It can be seen from Table 5-2 that the optimal costs of MST method are less than the ones 

of CSLO method. However, according to Fig. 5-8 (a), with the MST method, two cable lines 

cross over each other in the optimal solution, which is not permitted in the collector system 

layout design for offshore wind farms. While this problem is solved automatically using our 

proposed CSLO method. 

When considering two substations, although the investment cost of substation is increased 

doubly, the total length of cables is decreased from 12.6 km to 12.3 km, and thus the total 

power losses cost is decreased correspondingly. And in Case 3, the turbines near the substation 

are connected with the higher capacity cables (type B). Since a cable with higher capacity is 

more expensive, the investment cost of cable in Case 3 is higher than that in Case 2. However, 

the total power losses cost is cheaper in Case 3 when considering two different cable types and 

the total costs of two cases are almost equal. 
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5.6.3 Case II: 100-WT Offshore Wind Farm 

To demonstrate the efficiency of the proposed CSLO model for large-scale offshore wind 

farms, a 100-turbine system in Fig. 5-3 is simulated here. The totally layout boundary of the 

wind farm is 8-by-7 km, and the farm area is around 56 km
2
. In this study, the farm is divided 

into two zones. In each zone, the maximum number of turbines for each substation is set to 50. 

The simulation results are shown in Table 5-3 and Fig. 5-9 and Fig. 5-10 for Case 2 and Case 

3. 

Table 5-3. Simulation Results for the 100-WTs Offshore Wind Farm 

Case 2 3 

C1+ C2 ($) 556,531.6 560,228.2 

C3 ($) 884,752.4 796,462.1 

Total Cost ($) 1,441,284.0 1,356,690.3 

 

The result indicates that the consideration of two substations and two cable types makes 

possible to decrease the total power losses. Even the investment cost is higher than before, the 

total cost is decreased. In Case 3, the total length of optimal cables is 58.4 km and the average 

power loss in the cables is 181.8 kW per hour, which is 0.06% of the installed wind farm 

capacity. Although the network power loss cost is high, when spread out over the lifetime of 

the cables, the annual costs do not vary significantly. 

 

Fig. 5-9. The optimal layout of 100-WT OWF for Case 2 
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Fig. 5-10. The optimal layout of 100-WT OWF for Case 3 

5.7 Summary 

This chapter presents a new and efficient collector system layout optimisation (CSLO) model for 

large-scale offshore wind farms. The objective of this model is to minimise the annualised 

investment cost, maintenance cost, and the levelized power losses cost, while satisfying network 

reliability and operational constraints such as AC power flow constraints, capacity limits of 

substations and wind turbines, and network radiality constraints. Multiple substations and cable 

types are also considered in this model.  Benders’ decomposition algorithm is applied here to 

solve this mixed-integer nonlinear programming (MINLP) problem. The master problem 

optimises the annualised total cost, which includes the investment cost, maintenance cost, and 

power losses cost for the collector system layout of the wind farm; while the sub-problem deals 

with network security problem while the cable capacities are being fixed. Moreover, a 

self-adaptive allocation (SAA) method for wind turbines is proposed based on fuzzy c-means 

(FCM) clustering algorithm to exclusively allocate wind turbines to their nearest substations and 

obtain the topology structure of cables which are utilised to connect turbines and substations. 

 Two offshore wind farms with 30 and 100 turbines respectively are introduced for the case 

studies. A minimum spanning tree (MST) algorithm is also utilised to solve the CSLO problem 
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and to compare with the proposed methods based on Benders’ decomposition. The study results 

clearly demonstrate the feasibility of the proposed methods and show that it can be used as a 

reliable optimisation tool for collector system layout in large-scale offshore wind farms. 
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6.1 Introduction 

The penetration of renewable energy into the power gird has been increasing rapidly in recent 

years due to the environmental concerns. However, because of the necessity for grid stability, 

the intermittency of these renewable sources is a major factor inhibiting their integration. The 

development of battery energy storage systems (BESS) enables renewable energy generation 

with flexible operation to meet the requirements of the grid. 

This chapter will propose an optimal short-term wind farm dispatch model and an efficient 

method with BESS for better integration of wind energy. The effectiveness of the proposed 

method will also be tested with wind farm case studies to demonstrate that the optimal plan of 

charging and discharging processes and wind energy shedding can help reduce the fast 

intermittency and high fluctuation of wind power to meet grid requirements. Based on these 

case study results, the wind farm operator can make beneficial decisions through optimal 

dispatch planning. 

6.2 Wind Farm System with BESS 

6.2.1 System Modeling 

The basic investigated system is a grid-connected wind farm with a BESS. The schematic of 

this system is showed as Fig. 6-1. The power of wind generator and battery are converted 

through convertors and inject to the grid at the common coupling point. The BESS is applied to 

smooth the fluctuation of wind farm output. To achieve this target, the control system generate 

the reference charging power signal for the battery and pitch angle for the wind machine 

according to the forecast information and the status of the system. This algorithm will be 

introduced in this research.  

The total wind farm output is express as equations below, 

t t t

Total Wind BESSP P P                                 (6.1) 
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where t

TotalP  is the total power injected to grid of wind farm at time t; t

WindP  is the output of 

wind machine at time t; and t

BESSP  is the power output of BESS at time t. 
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Fig. 6-1. Schematic of the grid-connected wind farm with BESS 

6.2.2 Battery Charging Issues 

Suitable capacity storage of energy and charging at appropriate time can help to smooth the 

output of wind farm and to maintain system stability. In the following study, battery operation 

issues are performed for better utilization of BESS in the wind farm. Table 6-1 compares the 

parameters of Lithium-Ion battery and Lead-Acid battery [165]. These two types of batteries are 

considered in this research. 

 

Table 6-1. Power change limit of wind farm 

Item Li-Ion Battery Lead-Acid Battery 

Energy Density 250 Wh/kg 30 Wh/kg 

Power Density 500 W/kg 30 W/kg 

Life Cycle 1500 times 1000 times 

Self-discharge 2% per month 3% per month 

Reliability Medium High 

Investment cost CI ($) 300000Er 80000Er 



6 Optimal Power Dispatch for Wind Farm Integrated Power Systems 

126 
 

 The energy changing of BESS, the key issue for battery operation strategy, can be 

described as, 

1 | |t t t t t

BESS BESS BESS BESS c BESS lE E t P P t E t                            (6.2) 

The state-of-charge (SOC) is expressed as follows, 

t t r
BESS BESSSOC E E                                            (6.3) 

 And the operation of BESS is constrained to, 

Power limits:  
, ,Dis Max t Chr Max

BESS BESS BESSP P P                           (6.4) 

SOC limits:   
M i n t M a xS O C S O C S O C                           (6.5) 

6.2.3 Wind Speed Forecasting 

Wind speed forecast plays a key role in the operation of a wind farm power dispatching. It is a 

basic task to facilitate renewable penetrations [166,167]. The forecasting software, OptiWind, 

is used for wind speed forecasting in this research [168]. Several important factors considered 

in the forecasting model include temperature, seasonal weather, public holidays, and historical 

load data. OptiWind incorporates highly customized numerical weather prediction models and 

the latest statistical methods. The mean absolute percentage error (MAPE) is used to assess the 

forecast accuracy: 

1

| |1
100%

hN
p p

ph p

P P
MAPE

N P


                                   (6.6) 

Where hN is the sampling quantity; pP is the actual demand; and pP  is the forecasted demand. 

The curve of forecast wind speed and real one within the time horizon are compared in Fig. 

6-2. 
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Fig. 6-2. Wind speed forecasting curve 

 Wind power is converted form kinetic energy by wind turbine and the output strongly 

depends on the wind speed. The wind turbine output power is given by [169], 

2

0 0

2 3

1 1
1

2 2
M

v v

v v
P r v 

    
     

     
                             (6.7) 

Where v and 
0v is the upstream wind speed and downstream wind speed, respectively.  is the 

air density and r is turbine rotor radius. The real wind power is controlled through rotor speed 

by maximum power point tracking (MPPT) method. Meanwhile, the pitch angle of the blade 

can be controlled to adjust the output of wind machine. The wind machine will started when the 

wind speed reach the lower limit and will be stopped under high wind speed as Eq. (6.8). 
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                                (6.8) 
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6.3.1 Model Predictive Control based Dispatch Scheduling 

With the framework of wind farm and the forecast wind speed, the MPC strategy is proposed 

to pursue the optimal wind power dispatch. Within the MPC-based dispatch scheme, a finite 

time horizon and time interval is decided first. Before the dispatch, the optimization process is 

performed to generate a series power dispatch in this time horizon. After the first action of the 

optimal plan, the system information is updated with actual data and repeat the optimization 

for next step with the fixed time horizon. In this section, detailed step of the MPC-based 

dispatch scheduling is implemented as Fig. 6-3. 

Actions
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Wind  Forecast

Optimal  
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· System Constraints

· Grid-connected 
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· ESS Control Strategy
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After Time 
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Fig. 6-3. Schematic of MPC-based dispatch scheduling step 
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6.3.2 Objective and Constraints 

Based on the frame of MPC-based wind farm power dispatch scheduling, the reference signal 

is send to BESS and wind machine to adjust total output of the wind farm. During each step, 

the optimal reference signal is generate for the whole time horizon. After the time interval, this 

optimization problem is resolved with updated information for next time horizon.  

In this research, given the forecasted wind speed and the configuration of the battery, the 

optimal dispatch schedule aims to control the charging/discharging currents of the battery over 

the dispatch horizon. The whole objective of the wind farm dispatch is to minimize the sum of 

the following three aspects of the operation cost: 

a) The profit loss incurred by cutting off the wind power; 

b) The cost of the battery’s lifetime loss; 

c) Penalty cost incurred by violating the ramp rate constraint. 

Specifically, the objective and constraints are introduced as follows. 

1) Objective function 

The objective function of the wind farm dispatch model is as follows.  

1

min( ( )
Cut BESS

T
t t t

penalty

t

f C C C


                                   (6.9) 

where 
cut

tC is the cost of wind power curtailed at time t; 
bes

tC  is the cost of depression of 

battery lifetime at time t; t

penaltyC  is the penalty cost by violating the ramp rate constraint at 

time t.  Detail cost function of
cut

tC ,
bes

tC , and t

penaltyC  are expressed as Eqs. (6.10) - (6.12).  

1

1

0,                       

( ) ,
cut

t t

Total Total rampt

t t

violate Total Total ramp

if P P P
C

p P P P t if else





  
 

   

                       (6.10) 

 +BESS
BESS

t t t

BESS lC P t E t                                      (6.11) 
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where 0t

BESSP  indicates the battery is discharged, and 0t

BESP   indicates the battery is 

charged.   is the cost coefficient of the battery lifetime depression.  is the penalty 

coefficient of violating the ramp power constraint. It should be noted that, the battery cost is 

calculated by the total energy usage. According to the impacts of discharge rate on battery life 

in [170], the total energy usage of battery is remained stable within the reason depth of 

discharge (DOD). Base on this conclusion, the   can be calculated as, 

( )r

CI

E Life Cycle
 


                                        (6.13) 

2) Constraints 

The dispatch model is constrained by following constraints.  

a) Battery rated power capacity constraints, which are show as Eqs. (6.4)- (6.5); 

b) Wind machine constraints, which is operated under appropriate wind speed. 

c) Power Limits, which forbids the reverse power flow in this research. I.e.,  

0t
TotalP                                                  (6.14) 

6.4 Distributed Imperialist Competitive Algorithm 

6.4.1 Introduction of ICA method 

The proposed optimal power dispatch model is a binary, non-convex, high dimension, 

combinational optimization problem, which is hard to be handled by the conventional 

programming methods. In this research, a new heuristic searching algorithm proposed by 

recent years, ICA, is employed to solve the proposed model. And in order to enhance its 

searching performance and computational speed, a distributed processing architecture for ICA 

is proposed. 
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ICA is first proposed in 2007 [171]. In recent years, ICA has been successfully applied in 

unit commitment [172], economic dispatch [173], and other industrial applications [174,175]. 

ICA mimics the competition among the imperialists. Each imperialist possess some colonies to 

form an empire, and tries to expanse its power by possessing the colonies of other empires. 

During the competition, weak empires collapse and powerful ones take possession of their 

colonies. 

1) Empire Initiation  

As other heuristic searching algorithms, ICA maintains a population of individuals with 

the number of popN . In ICA, each individual is called a country. For a N-dimension 

minimization problem, the ith country is a 1 N  vector with the form of 

1 2[ , ,..., ]N

i i i icountry x x x . Each country represents a solution for a given problem, and its cost ic  

can be obtained by evaluating it as 1 2( ) ([ , ,..., ])N

i i i i ic f country f x x x  . 

In the start, impN  of the countries are selected as imperialists. The other pop impN N  

countries act as the colonies and are assigned to the 
impN  imperialists in proportional to the 

powers of the imperialists. To calculate the imperialist powers, the cost of an imperialist 

(denoted as 
nc )  is firstly normalized, 

max{ }n n i
i

C c c                                  (6.15) 

where nC  is the normalized cost. Then the normalized power of nth imperialist can be 

calculated by Eq. (6.16).  

1

n
n N

i

i

C
p

C





                                       (6.16) 

The initial number of the colonies possessed by each imperialist (denoted as nNC ) is in 

proportional to its power, 

{ }n n colNC round p N                                  (6.17) 

where colN  is the total number of the colonies, and then nNC  colonies are randomly selected 

and assigned to nth imperialist. 
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2) Moving the Colonies towards the Imperialists  

 As other heuristic searching algorithms, ICA has an iterative process to mutate the 

individuals. In each iteration, each colony moves moved toward the relevant imperialist by x 

units, 

( )i

n nx I col                               (6.18) 

where i

ncol  and nI  are the positions of ith colony and imperialist of nth empire, respectively; 

  is the weight factor which is usually set as a uniform random number within (0, 2), so as to 

make the colony move towards the imperialist in both sides. A random angle   is also added 

as the deviation.  

( , )U                                   (6.19) 

where   is the control parameter that adjusts the deviation from the original movement 

direction. Generally, the movement of the colony can be depicted by Fig. 6-4.  

i

n
n

I col

x units

colony

new position 
of colony

imperialist

 

Fig. 6-4. Movement of the colony [171] 

 

3) Updating the Positions of Imperialist and a Colony  

 After the movement, a colony may reach to a position with lower cost than the imperialist. 

In this case, the colony and the imperialist must exchange positions. The rest colonies of this 

empire should move forward the new imperialist position.  

4) Imperialist Competition  

 In each iteration, all empires compete with each other to try to take possession of colonies 

of other empires. The competition is based on the empires’ powers. The total power of nth 

empire (denoted as nTC ) is calculated by Eq. (6.20).  
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1

nNC

i

n
imp i

n n

n

c

TC c
NC

   


                                              (6.20) 

where imp

nc  is the cost of the imperialist of nth empire; nNC  is the number nth empire’s 

colonies; i

nc  is the cost of the ith colony of nth empire;   is the weight factor. The 

normalized total power (denoted as nNTC  ) and possession probability (denoted as 
npp ) of nth 

empire is represented as below.  

max{ }n n i
i

NTC TC TC                                              (6.21) 

1

n imp

n
p N

i

i

NTC
p

NTC






                                                  (6.22) 

 To divide the mentioned colony among empires based on their possession probability, 

vector P is formed as P=
1 2

[ , ,..., ]
impp p pp p p . Then the vector R is formed as R=

1 2
[ , ,..., ]

impr r rr r r , with 

the elements are uniform distributed random numbers within [0, 1]. Then vector D is formed 

by simply subtracting R from P, 

D=P-R=
1 1 2 2

[ , ,..., ]
imp impp r p r p rp r p r p r                                   (6.23) 

 The mentioned colony then will be assigned to the empire whose relevant index in D is 

maximum. After each iteration, ICA checks whether there exists an empire which has lost all 

the colonies. If so, the empire will collapse and be eliminated.  

5) Termination 

 The algorithm terminates when either of following two conditions is satisfied: 

a) All the empires collapse except for the most powerful one, and all the colonies have 

the same cost with the imperialist. 

b) The preset maximum iteration number is reached. 

6.4.2 Binary Structure of ICA 

The original ICA algorithm is for the real-value optimization problem. For the proposed DLC 

model, the decision variables are the on/off states of the ACL groups, which represent a binary 

searching space. In this research, a binary searching strategy is proposed for ICA.  
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The key problem is how to interpret the colony movement in a binary space. In ICA, each 

colony moves by control parameters, which will finally leads to a new position. In a binary 

space, this movement distance can be modeled as the Hamming distance. A colony with zero 

bits flipped does not move, while it moves to the ‘farthest place’ by reversing all of its bits. 

Therefore, this research interprets the movement distance of each dimension as the bit change 

probabilities. Specifically, the probability represented by the movement distance of dimension 

of jth dimension of ith colony (denoted as ijd )  is calculated by using a logistic 

transformation shown in Eq. (6.18), and the decision of the corresponding new state is shown 

as Eq. (6.25).  

1
Pr( )

1 exp( )
ij

ij

d
d


 

                                        (6.24) 

1,     if () Pr( )

0,     otherwise

ij

ij

rand d
x


 


                                  (6.25) 

6.4.3 Distributed Process Architecture of ICA 

In ICA, multiple empires are formed and evolved separately. The communications among the 

empires occurs at the end of each iteration, where the weakest colony is re-assigned and the 

empty empire is eliminated. This characteristic makes ICA suitable for parallel and distributed 

processing in nature. In this research, a distributed computing architecture is proposed for 

running ICA across networked processors, depicted in Fig. 6-5. 

As depicted by Fig. 6-5, each computing node is assigned to maintain the countries of 

( / )emp noderound N N  empires. The coordination node is responsible for coordinating the weakest 

colony re-assignment, empty empire eliminating, and statistics. A central database is 

established to store the input data of the optimization problem. The computing nodes retrieve 

data from the database through the network to perform the empire initialization, fitness 

evaluation and constraint handling. 

With the evolution, the weakest empires are gradually eliminated. To balance the 

computing load, when emp nodeN N , the idle computing nodes are assigned to part of the 
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colonies of the empires which have largest number of colony. This is depicted by Fig. 6-6. The 

load balance algorithm is an active research topic in distributed computing. In future, more 

elaborate load balance strategy for the distributed ICA can be further studied. And the 

procedure of the distributed ICA is shown in Table 6-2. 
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Fig. 6-5. Distributed processing architecture of the ICA 
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Table 6-2. Procedure of the Distributed ICA 

prepare the input parameters of the optimization model 

assign the empire indexes for all computing nodes 

for all computing nodes do in parallel 

retrieval model data from the database; 

initialize the imperialist and colonies of the empire; 

end parallel 

for each iteration 

for all computing nodes do in parallel 

retrieve the imperialist information; 

move each colony; 

evaluate each colony; 

constraint handling for each colony; 

send the fitness values to the coordination node; 

end parallel 

do routine on the coordination node 

calculating the powers of the empires; 

choose the weakest colony from the weakest empire; 

choose a powerful empire to possess that colony; 

migrate that colony to the computing node which maintains that empire; 

if there is empty empire do 

migrate half of the colonies of the computing node which has the 
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Fig. 6-6. Re-assignment of the computing nodes 
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largest number of colony to the computing node which maintains 

the empty empire; 

eliminate the information of the empty empire; 

end if 

synchronize all the computing nodes; 

end routine 

end iteration 

 

do routine on the coordination node 

output the final optimal imperialist and its fitness value; 

end routine 

6.5 Solution to the Dispatch Model based on Distributed 

Imperialist Competitive Algorithm 

6.5.1 ICA Coding 

The proposed dispatch scheduling model above is a continuous, nonlinear, constrained mixed 

integer programming problem which cannot be solved by classical deterministic integer 

programming techniques. In this research, the distributed ICA, as proposed in Section 6.4, is 

adopted here to solve the problem.  

 The solution to the model is represented as a vector, called coding. The output power of 

BESS and blade angle of wind machine can be coded in a vector. In this research, each vector 

is a matrix with fixed-size 2A, the coding rules are showed in Fig. 6-7. 

 

Fig. 6-7. Coding rules of the ICA solution method 
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6.5.2 Optimization Procedure 
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Fig. 6-8.Flow chart of solution program 
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During the process of calculating the fitness, the benefits part of the objective function is 

affected by the charging power of BESS and blade angle of wind machine. The flow chart is 

showed as Fig. 6-8. 

6.6 Case Studies 

6.6.1 Parameter Settings 

The proposed methodology has been tested on a 30 MW wind farm simulation. The results 

testify the proposed scheduling methodology. The benefit of optimal BESS control scheme is 

calculated.  After the simulation, the operation cost of the proposed optimal dispatch strategy 

is compared with the wind farm without BESS. The parameter settings are illustrated in Table 

6-3. 

 

Table 6-3. General Parameters of test system 

Item Value 

Wind energy price p  0.05$/MWh 

/start cutv v  4m/s / 25 m/s 

t  10 mins 

T 4 hrs 

/Max MinSOC SOC  90% / 20% 

Penalty price   0.5$/MWh 

Wind farm capacity 30 MW 

BESS capacity 10 MW 

Power rating of BESS 3 MWh 

Ramp limit 5MW/10mis 

Initial wind power 0KW 

Initial SOC of BESS 0.6 

Battery type Lead-ion battery 

 

6.6.2 Case I: without Forecasting Error 

In the first case, a 30MW wind farm is constructed with BESS. The detail parameters are 
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shown as below. The ramp limit is adjusted to make the output of wind farm smoother.  

First, the forecasting wind speed is assumed to be the same as real one. Fig. 6-9 shows the 

expected wind farm output of the wind farm and penalty cost without dispatch scheduling in a 

sample day. 
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Fig. 6-9. Wind power and penalty cost of wind farm for one day 

 

 

Table 6-4. Optimal results at step for time horizon 

Time Interval 1 2 3 4 5 6 

Charging Power / Wind Percentage 0/1 460/1 -430/1 0/1 0/1 0/1 

Time Interval 7 8 9 10 11 12 

Charging Power / Wind Percentage 0/1 0/1 0/1 0/1 0/1 0/1 

Time Interval 13 14 15 16 17 18 

Charging Power / Wind Percentage 0/1 0/1 0/1 0/1 0/1 0/1 

Time Interval 19 20 21 22 23 24 

Charging Power / Wind Percentage 0/1 0/1 0/1 0/1 0/1 0/1 

 

Base on the above assumption that the forecasting data is accurate, the proposed wind farm 

dispatch scheduling method is proposed. During the first step, the optimal dispatch plan is set for 

time horizon. As shown in Table 6-4, the charging power and wind output percentage are 

optimized for minimum total operation cost. From the table, it can be found that through the 
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power charging of battery at time interval 2, the penalty cost can be mitigated. During this 

horizon, the total forecast penalty cost is $71, the optimal dispatch scheme is $6.5. According to 

step 1, the battery will not be charged at first time interval. After the time interval, the new 

optimization problem is implemented with updated information. Based on this time horizon 

receding method, the scheduling for a whole day is calculated and the dispatch curve is drawn as 

Fig. 6-10. 

 

 

Fig. 6-10. Wind farm output comparison through a day 

 

From the output curve, the proposed dispatch scheme, the output of the wind farm is 

smoother and better integrated into the grid. The operation cost of the wind farm is shown in 

Table 6-5. The results prove the feasibility when the forecasting wind speed is the same as real 

one. 

 

Table 6-5. Operation cost comparison for Case I 

Item (a sample day) Without BESS With Proposed Dispatch Scheme 

Penalty Cost($) 5737 0 

BESS Operation Cost 0 1863.6 

Wind Cutting Loss 0 466.43 

Total Cost 5737 2330.03 
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6.6.3 Case II: with Forecasting Error 

In this case study, the parameters of 30MW wind farm is the same as before. The forecast error 

will be considered in this simulation. As shown in Fig. 6-2, the real wind speed is varied from the 

forecast one. In order to mitigate the impact of forecast error, the proposed dispatch scheme can 

update the system state and modify the dispatch schedule. Fig. 6-11 is the optimal wind farm 

dispatch plan at step 1 and step 2. After step 1, the schedule of first time interval is implemented 

and the system state is updated. Based on MPC model, the new dispatch problem in solved in 

step 2. It can be found that, the second plan is different to the first for the same time. The 

difference is caused by forecast error and the updating of time horizon.  
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Fig. 6-11. Dispatch plan of step 1 and step 2 for time horizon 

 

A full dispatch plan is performed in this case study. The historic wind speed data are 
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utilized here for simulation. The forecast is done 4 hours in advance. The continuous operation 

plan and system state of a week is shown in following figures. Fig. 6-12 is the SOC curve of 

BESS through a week. The wind farm output with proposed dispatch scheme is compared with 

original wind power in Fig. 6-13. The detail operation cost of the wind farm per day is shown in 

Fig. 6-14. Total cost of the wind farm through a week is listed and compared in Table 6-6. From 

the table, the total saving through a week is $21263 which is 38.35% of original cost. The 

proposed method can increase the benefit of the wind farm and mitigate the risk of grid 

connected wind energy.  
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Fig. 6-12. Charging power and state of BESS 
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Fig. 6-13. Wind farm output comparison through a week 

 

 
Fig. 6-14. Cost of the wind farm dispatch 

 

Table 6-6. Operation cost comparison for Case II 

Item (a week) Without BESS With Proposed Dispatch Scheme 

Penalty Cost($) 55446 4388 

BESS Operation Cost 0 19004 

Wind Cutting Loss 0 10791 

Total Cost 55446 34183 
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6.7 Summary 

In this chapter, an optimal power dispatch scheduling is proposed for a wind farm with a 

battery energy storage system. The model predictive control-based (MPC) method is applied to 

operation decisions in order minimize the energy loss from wind farm and battery usage, while 

meeting grid constraints. The wind farm output data and battery state are updated continuously, 

and short-term power dispatch is scheduled by wind speed forecast within optimal horizon. 

The proposed optimization problem is solved by the distributed imperialist competitive 

algorithm (ICA). Finally, the novel short-term wind power dispatch scheme is demonstrated in 

a 30MW wind farm with historic data of wind speed. 
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7.1 Conclusions 

Economic and environmental concerns are encouraging the application of renewable energy 

generation technologies, and the growing demand has sped up the development of renewable 

energy, especially wind power and solar energy. In recent years, the technology for wind power 

has become more mature and the penetration has been increasing rapidly around the world. 

However, the intermittent nature of wind power will affect the operation stability of the grid as 

more and more grid-connected wind farms are integrated into the system. In this situation, 

supplementary measures and operation strategies should be studied and employed to make the 

wind farm meet grid requirements. 

 This research developed a series of alternative and efficient computing methods and tools 

for the problems mentioned above. The major contributions are summarized as follows. 

1) A computational grid platform for compute-intensive applications of modern power systems 

and a cloud computing platform for future power systems are proposed. Useful guidelines are 

drawn for power engineers to construct the practical grid system platform and cloud 

computing based information infrastructure.  

2) A multi-constrained optimal power flow (MCOPF) model is proposed, which considers 

discrete control variables and practical operation constraints, including transient stability 

constraints, valve-point effects, prohibited operating zones of generators, and branch flow 

thermal limits. The simulation studies demonstrate that the algorithms utilized can address the 

limitations of conventional approaches, and that the classic differential evolution algorithm 

can solve this non-linear, non-convex, discrete, and non-differentiable optimization problem. 

3) A cloud computing based platform for the MCOPF problem is proposed. The platform 

structure is presented and the simulation shows its practicability for large-scale power systems. 

4) A new and efficient collector system layout optimization (CSLO) model for large-scale 

offshore wind farms is proposed, which considers multiple substations and cable types, and 

minimizes the annualized investment cost, maintenance cost, and the levelized power losses 

cost, while satisfying network reliability and operational constraints. The proposed SAA 

method can automatically obtain the locations of substations in a wind farm and allocate wind 
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turbines exclusively to their nearest substations. In addition, a Benders’ decomposition based 

method is proposed to solve the CSLO model, and the simulation results show that the 

proposed CSLO model can be utilized as a reliable collector system layout tool for large-scale 

offshore wind farms. 

5) An optimal power dispatch scheduling model for a wind farm integrated power system with 

battery energy storage system (BESS) is proposed. The development of BESS enables 

generation of renewable energy with flexible operation to meet the requirements of the electric 

grid. A wind speed forecasting method based on the forecasting software, OptiWind, which 

customizes numerical weather prediction models and the latest statistical methods, is also 

presented 

6) A distributed imperialist competitive (ICA) algorithm is proposed to solve the proposed 

optimization model. A model predictive control (MPC) based method is also applied to 

operation decisions to minimize the energy loss from wind farm and battery usage. The 

simulation studies demonstrate that with BESS and the proposed policies and methods, the 

wind farm operator can make beneficial decisions through the proposed optimal model. 

7.2 Future Research 

The following research is expected to be conducted as a continuation of this thesis. 

7.2.1 Computing Platform Improvement 

With growing economies and populations, and concurrent greenhouse gas restrictions, 

electrical power systems play a crucial role in meeting the challenge of global energy demands, 

especially with the penetration of renewable energies such as wind power. We need to develop 

the capability to handle the large volumes of data generated by power system components and 

data acquisition devices like SCADA, PMUs, as well as the capacity to process these data at 

high resolution to ensure a reliable, stable, and secure power system network. Advanced 

research on the development and implementation of leading-edge computing platforms, and 

the related technologies and algorithms, will be required for future development. 
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This research proposed a computational grid platform for compute-intensive applications 

of modern power systems, and presented useful guidelines for electrical engineers and 

researchers on how to construct the practical platforms. However, many more simulations and 

analyses of the platform techniques on the test system are needed in order to insure that the 

future computing platforms will not endanger system stability and security. It should be clear 

that the test environment simulated in this research is simple because of the lack of data about 

future networks with large-scale wind farms integration. Great efforts are needed to perform 

simulations with more detailed data of the interconnected power systems. 

7.2.2 CSLO Model Extension 

In this research, a new and efficient collector system layout optimization (CSLO) model was 

developed for large-scale offshore wind farms, which considers multiple substations and cable 

types, and focuses on the cable topology optimization among wind turbines and substations. 

For the future work, the wake effect and the terrain of wind farms should be considered in 

order to improve the proposed model, from which more accurate simulation results could be 

expected. 

7.2.3 Reliability Consideration 

There is a growing concern over the effect of deregulation on the reliability of future power 

systems. In further research, more operational constraints on the grid should be involved in the 

optimal power dispatch model proposed in this research. Instead of assuming a selected set of 

cases beforehand, it is recommended that power interruptions, frequency control, and voltage 

control (reactive power) issues be considered. 

7.2.4 Wind Speed Data Refinement 

As indicated in Chapter 6, wind speed data for the optimal power dispatch model are 

developed based on the proposed forecasting software, OptiWind. In future work, the OptiWind 

tool should be improved with more realistic wind speed information for each wind farm, with 
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various characteristics prepared for future dynamic simulations that consider both onshore and 

offshore wind farms installed in different locations. Interconnecting multiple offshore wind 

farms to a bulk power system is another challenge for future research to address.
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